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Abstract

In this paper, we present a minimisation method for computing the ground state
of systems of coupled Gross–Pitaevskii equations. Our approach relies on a spectral
decomposition of the solution into Hermite basis functions. Inserting the spectral
representation into the energy functional yields a constrained nonlinear minimisa-
tion problem for the coefficients. For its numerical solution, we employ a Newton-
like method with an approximate line-search strategy. We analyse this method and
prove global convergence. Appropriate starting values for the minimisation process
are determined by a standard continuation strategy. Numerical examples with two-
and three-component two-dimensional condensates are included. These experiments
demonstrate the reliability of our method and nicely illustrate the effect of phase
segregation.

Key words: Nonlinear Schrödinger equations, Ground state, Spectral methods,
Minimisation

1 Introduction

The field of low-temperature physics has been fascinating and inspiring many
scientists, in particular in the last decade, see [16] and references given therein.
Memorable achievements were the first experimental realisations [1,19,22] of
a single Bose–Einstein Condensate (BEC) in 1995, and of BECs for a mixture
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of two and three different interacting atomic species, respectively. Mathemati-
cally, BECs are modelled by nonlinear time-dependent Schrödinger equations;
more precisely, the order parameters of the condensates are solutions of a
system of coupled Gross–Pitaevskii Equations (GPEs, [17,20]).

In the present paper, we are concerned with computing the ground state of
a system of GPEs, a special solution of minimal energy. To this purpose, as
suggested in [5], we directly minimise the energy functional. We mention that
an alternative approach for the ground state computation is provided by the
imaginary time method which can also be considered as a steepest descent
method, see [2,3,25] e.g., resulting in a parabolic evolution equation. Besides,
an optimal damping algorithm based on the inverse power method is used in
[11]; then, the conjugate gradient method is applied for the solution of the
arising linear systems. We do not exploit these and other ([12,23]) approaches
here. Our objectives are twofold. In a general context, we present a Newton-like
method for the numerical solution of a constrained minimisation problem and
study its convergence. Moreover, we apply the minimisation approach specif-
ically to a system of GPEs to simulate the ground state solution. Numerical
results for two- and three-component two-dimensional condensate illustrating
the effect of phase segregation [6,7,24] are provided.

The structure of the paper is as follows. In Section 2, we first introduce the
system of GPEs in a normalised form and then state the minimisation prob-
lem. To avoid technicalities, we give a detailed description for the case of a
single equation and then sketch the extension to systems. Our approach relies
on a spectral decomposition of the ground state solution into Hermite basis
functions (see also [4,10]); we point out that similar ideas could be used in
combination with Fourier techniques or other spectral methods. Inserting the
resulting representation into the energy functional leads to a constrained non-
linear minimisation problem for the spectral coefficients. Section 3 is devoted
to the description and analysis of a numerical method for the minimisation
problem. We use a Newton-like method involving an approximate line-search
strategy and continuation techniques. Finally, in Section 4, we illustrate the
capability of our method by three numerical examples for systems of two or
three coupled Gross–Pitaevskii equations in two space dimensions.

2 Ground state of Gross–Pitaevskii systems

In this section, we present a constrained minimisation approach for comput-
ing the ground state of systems of coupled Gross–Pitaevskii equations. For
our purposes, it is useful to employ a normalised form of the problem which
we introduce in Section 2.1. As the discussion of the general case would in-
volve additional technicalities, we first restrict ourselves to the case of a sin-
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gle Gross–Pitaevskii equation; the extension to systems of coupled Gross–
Pitaevskii equations is then sketched in Section 2.4. For the convenience of
the reader, we further recall basic results on Hermite functions in Section 2.2.

We henceforth employ the vector notation x = (x1, . . . , xd) ∈ R
d and denote

by ∆ the d-dimensional Laplacian with respect to x. The Lebesgue space
L2 = L2(Rd, C) of square integrable complex-valued functions is endowed as
usual with the scalar product (· | ·)L2 and the associated norm ‖·‖L2 given by

(f | g)L2 =
∫

Rd

f(x)g(x) dx, ‖f‖L2 =
√

(f | f)L2 , f, g ∈ L2.

2.1 Gross–Pitaevskii equation

We consider the d-dimensional nonlinear Schrödinger equation






i~∂ tΨ(x, t) =

(

− ~
2

2m
∆ + V (x) + ~

2g |Ψ(x, t)|2
)

Ψ(x, t),

‖Ψ(·, 0)‖2
L2 = N

(1)

where Ψ: R
d × R≥0 → C, (x, t) 7→ Ψ(x, t), V : R

d → R, and ~ denotes the
reduced Planck’s constant. In three space dimensions this equation is called
Gross–Pitaevskii equation (see [17,20]) and describes the order parameter Ψ
of a Bose–Einstein condensate of an atomic species of mass m and total num-
ber of particles N , trapped in an external potential V ; moreover, the coupling
constant g equals 4πσ

m
, with σ being the scattering length of the species. We

restrict ourselves to the defocusing case, that is σ ≥ 0. Since, under certain
assumptions on the potential V , the equation can be reduced to lower dimen-
sion [5], we will use the same terminology and the name GPE also for the
general d-dimensional case.

In the following, we employ a normalisation of (1)






i∂ tψ(ξ, t) =
(
−1

2
∆ + U(ξ) + ϑ |ψ(ξ, t)|2

)
ψ(ξ, t),

‖ψ(·, 0)‖2
L2 = N

(2)

that is obtained by the linear transformation ξ =
√

cx with ~c = m. Then,
setting Cψ(ξ, t) = Ψ(x, t), where C =

4
√

cd, we get the GPE (2), with real
potential ~U(ξ) = V (x) and parameter ϑ = ~gC2 ≥ 0; in (2), ∆ denotes the
d-dimensional Laplacian with respect to ξ. It is easy to see that the particle
number N and the energy which, for the normalised GPE (2), is given by

E
(
ψ(·, t)

)
=

((
−1

2
∆ + U + 1

2
ϑ |ψ(·, t)|2

)
ψ(·, t)

∣∣∣ ψ(·, t)
)

L2

(3)
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are preserved quantities in time. We further assume that the energy is positive
and finite.

2.2 Hermite spectral decomposition

For any integer j ≥ 0 and real number γ > 0, we denote by Hγ
j (ξ) the uni-

variate Hermite polynomial of degree j, normalised with respect to the weight
function w(ξ) = e−γ2ξ2

. Hermite polynomials satisfy the recurrence relation

Hγ
0 (ξ) =

4

√
γ2

π
, Hγ

1 (ξ) =
4

√
4γ6

π
ξ,

√
jHγ

j (ξ) =
√

2γξHγ
j−1(ξ) −

√
j − 1Hγ

j−2(ξ), j ≥ 2 .

(4)

We further recall that the derivative satisfies

∂ξH
γ
j (ξ) = γ

√
2jHγ

j−1(ξ) . (5)

The corresponding Hermite function H
γ

j (ξ) is defined through

H
γ

j (ξ) = Hγ
j (ξ) e−

1

2
γ2ξ2

. (6)

Hence, the Hermite functions (H γ
j ) form an orthonormal basis of the function

space L2(R), i.e. it holds

(
H

γ
j |H γ

k

)

L2(R)
= δjk (7a)

with Kronecker δjk. As a consequence, for every function ϕ ∈ L2(R), the
representation

ϕ =
∑

j

ϕjH
γ

j , ϕj =
(
ϕ |H γ

j

)

L2(R)
(7b)

is valid; moreover, Parseval’s equality follows

‖ϕ‖2
L2(R) =

∑

j

|ϕj|2 . (7c)

The above relations (5) and (6) imply

(
−∂2

ξ + γ4ξ2
)
H

γ
j (ξ) = 2λjH

γ
j (ξ), 2λj = γ2(1 + 2j) ; (8)

that is, the Hermite functions (H γ
j ) are eigenfunctions of the differential op-

erator −∂2
ξ + γ4ξ2, with corresponding eigenvalues 2λj.

Using the tensor basis of the Hermite functions

H
γ

j (ξ) = Hγ1

j1 (ξ1) · . . . · Hγd

jd
(ξd) e−

1

2
(γ2

1
ξ2

1
+...+γ2

d
ξ2

d
)
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where, with abuse of notation, now we assume ξ = (ξ1, . . . , ξd) and j =
(j1, . . . , jd), the extension to the d-variate case is straightforward. We only
notice that (8) rewrites

(−∆ + Uγ(ξ)) H
γ

j (ξ) = 2λjH
γ

j (ξ), 2λj =
d∑

k=1

γ2
k(1 + 2jk) , (9)

with the standard harmonic potential Uγ(ξ) =
∑d

k=1 γ4
kξ

2
k.

2.3 Minimisation approach

The ground state of the GPE (2) is a solution of the form

ψ(ξ, t) = e−iµt ϕ(ξ), µ ∈ R, ϕ ∈ L2(Rd, R) (10)

that minimises energy functional (3); in particular, it is required that ϕ fulfills
the relations

E(ϕ) =
((

−1
2
∆ + U + 1

2
ϑϕ2

)
ϕ

∣∣∣ ϕ
)

L2

→ min,

G(ϕ) = ‖ϕ‖2
L2 − N = 0.

(11a)

In view of the computation of the chemical potential µ, we consider the La-
grange function E (ϕ, η) = E(ϕ)+ηG(ϕ). Using the fact that the local minima
of E are solutions of ∇E (ϕ, η) = 0, we obtain the nonlinear system

(
−1

2
∆ + U + ϑϕ2

)
ϕ = ηϕ, ‖ϕ‖2

L2 = N ; (11b)

the first relation in (11b) implies E(ϕ) + 1
2
ϑ ‖ϕ2‖2

L2 = Nη. We note that the
constrained nonlinear eigenvalue problem (11b) also follows by inserting the
representation (10) into (2); we conclude

Nµ = Nη = E(ϕ) + 1
2
ϑ

∥∥∥ϕ2
∥∥∥
2

L2
,

i.e., µ coincides with the Lagrange multiplier η.

For the numerical solution of (11a), we employ the spectral representation (7b)
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truncated to J − 1 and property (8) to rewrite (11a) as follows

Eρ(ϕ) =
J−1∑

|j|=0

λjϕ
2
j + ρ

∫

Rd

(
U(ξ) − 1

2
Uγ(ξ)

) 


J−1∑

|j|=0

ϕjH
γ

j (ξ)




2

dξ

+ 1
2
ϑ

∫

Rd




J−1∑

|j|=0

ϕjH
γ

j (ξ)




4

dξ → min,

(12a)

G(ϕ) =
J−1∑

|j|=0

ϕ2
j − N = 0 , (12b)

where |j| = max{j1, . . . , jd}, and where ρ is an additional parameter. Its sig-
nificance will become clear later in Section 3.3. Here, we only mention that the
energy Eρ(ϕ) to be minimized corresponds to the choice ρ = 1. Moreover, we
approximate the integrals by means of the Gauss–Hermite quadrature formula
with 2J − 1 nodes; this allows the exact integration of the term in the second
line of (12a).

The choice of γ clearly depends on the potential U(ξ) and on ϑ. For example,
the classical and widely used (in [5,11,25], e.g.) harmonic potential

V (x) = m

2

d∑

k=1

ω2
kx

2
k

allows to have U(ξ) ≡ 1
2
Uγ(ξ) with γ2

k = ωk, k = 1, . . . , d. On the other
hand, the larger ϑ is, the wider the region is where the particles are mainly
concentrated. Thus, smaller values of γk would help, with a better matching
of the exponential decay of the Hermite functions (6).

Henceforth, we write the minimisation problem (12) in the abstract form

F (x) → min,

Gl(x) = 0, 1 ≤ l ≤ ℓ.
(13)

In the case of a single GPE, which we considered up to now, we have ℓ = 1.
The functions F and G1 = G replace the (approximated) energy functional E
and the constraint, respectively; further, the unknown x ∈ R

n takes the role
of finitely many spectral coefficients ϕj.

2.4 Extension to Gross–Pitaevskii systems

In this section, we sketch how the above minimisation approach for the ground
state computation extends to multicomponent systems of GPEs. Let us con-
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sider the system of ℓ GPEs





i~∂tΨ
(l) =



− ~
2

2ml
∆ + Vl + ~

2gll

∣∣∣Ψ(l)
∣∣∣
2
+ ~

2
ℓ∑

k=1
k 6=l

glk

∣∣∣Ψ(k)
∣∣∣
2



 Ψ(l),

∥∥∥Ψ(l)
∥∥∥
2

L2
= Nl, l = 1, . . . , ℓ

(14)

describing the order parameters Ψ(l) : R
d × R≥0 → C, (x, t) 7→ Ψ(l)(x, t) of

atomic species with masses ml, see [15] and also [11,26]. We call gll intra-species
coupling constants and glk = gkl, l 6= k inter-species coupling constants; for
d = 3, glk equals 2πσlk

ml+mk

mlmk

, where σlk is the scattering length for the l-k
species.

Again, we restrict ourselves to the defocusing case σlk ≥ 0. By a linear trans-
formation, analogously to before, system (14) takes the form






i∂tψ
(l) =

(

− ~c

2ml
∆ + Ul +

ℓ∑

k=1

ϑlk

∣∣∣ψ(k)
∣∣∣
2
)

ψ(l),

∥∥∥ψ(l)
∥∥∥
2

L2
= Nl, l = 1, . . . , ℓ

(15)

with
~c = ℓ

√
m1 · · ·mℓ and ϑlk = ~glkC

2, C =
4
√

cd .

Let
ψ = (ψ(1), . . . , ψ(ℓ)), ϕ = (ϕ(1), . . . , ϕ(ℓ)).

The ground state ψ of the GPEs system (15) is a special solution

ψ(l)(ξ, t) = e−iµlt ϕ(l)(ξ), l = 1, . . . , ℓ

that minimises the energy functional

E(ϕ) =
ℓ∑

l=1

((

− ~c

2ml
∆ + Ul + 1

2

ℓ∑

k=1

ϑlk

∣∣∣ϕ(k)
∣∣∣
2
)

ϕ(l)
∣∣∣ ϕ(l)

)

L2

.

The chemical potentials µl are given by

µlNl =

((

− ~c

2ml
∆ + Ul +

ℓ∑

k=1

ϑlk

∣∣∣ϕ(k)
∣∣∣
2
)

ϕ(l)
∣∣∣ ϕ(l)

)

L2

.

In order to compute the ground state of (15) we thus consider the constrained
minimisation problem

E(ϕ) → min,

Gl(ϕ) =
∥∥∥ϕ(l)

∥∥∥
2

L2
− Nl = 0, 1 ≤ l ≤ ℓ .
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As before, we employ a spectral decomposition of ϕ(l) into a common basis of
Hermite functions; truncating the infinite sums we finally get

Eρ(ϕ) =
ℓ∑

l=1



 ~c

ml

J−1∑

|j|=0

λj

(
ϕ

(l)
j

)2

+ ρl

∫

Rd

(
Ul(ξ) − ~c

2ml
Uγ(ξ)

) 


J−1∑

|j|=0

ϕ
(l)
j H

γ
j (ξ)




2

dξ

+ 1
2

ℓ∑

k=1

ϑlk

∫

Rd




J−1∑

|j|=0

ϕ
(k)
j H

γ
j (ξ)




2 


J−1∑

|j|=0

ϕ
(l)
j H

γ
j (ξ)




2

dξ



 → min,

(16a)

Gl(ϕ) =
J−1∑

|j|=0

(
ϕ

(l)
j

)2 − Nl = 0, 1 ≤ l ≤ ℓ . (16b)

This results again in a minimisation problem of the form (13).

3 Constrained minimisation

For the numerical solution of the constrained minimisation problem (13), we
apply a Newton-like method with line-search; the algorithm is described and
analysed in the following sections. Note that in several space dimensions, a
full Newton iteration is computationally expensive due to the large number of
unknowns. Our approach is based on a simplified iteration where the costs of
the solution of the arising linear system grow only linearly with the number
of unknowns. It turns out that our new approach is more efficient than the
standard Newton iteration even in one space dimension, if a higher spatial
resolution is regarded, see Fig. 1.

3.1 A Newton-like method for minimisation

Let F : R
n → R and G1, . . . , Gℓ : R

n → R be sufficiently smooth functions.
We aim at finding a (local) minimiser x⋆ of (13). For this purpose we take up
an idea presented in Han [18] and consider the exact penalty function

P (x) = F (x) + r
ℓ∑

i=1

|Gi(x)| (17)

with an appropriate penalty parameter r > 0 to be chosen in Section 3.3.
Denoting ∇G = [∇G1, . . . ,∇Gℓ], we recall that a solution x⋆ of (13) satisfies

8



0 200 400 600 800 1000
0.2

0.4

0.6

0.8

1

1.2

Fig. 1. CPU time in seconds necessary to compute the ground state of the one-di-
mensional GPE (2) with the standard harmonic potential U(ξ) = 1

2ξ2, N = 1, with
J = 140 Hermite functions, as a function of ϑ. The exact Newton method (dashed
line) is more expensive than our new strategy (solid line), described in Section 3.

the first order conditions

∇F (x⋆)T + y⋆T∇G(x⋆)T = 0 (18a)

G(x⋆) = 0 (18b)

with a corresponding Lagrange multiplier y⋆. Any point x⋆ satisfying these
first order conditions is called a critical point of (13).

Starting from a given approximation x(k) to the minimiser x⋆, we consider the
quadratic minimisation problem Q(x(k), H(k))

∇F (x(k))Ts +
1

2
sTH(k)s → min (19a)

subject to the linear constraints

Gi(x
(k)) + ∇Gi(x

(k))Ts = 0, i = 1, . . . , ℓ. (19b)

Here, H(k) denotes a symmetric matrix that approximates the Hessian of F .
We propose to take H(k) = H(x(k)) with an appropriate function H. The
precise choice of H will be discussed in Section 3.2 below. Han shows that a
solution s(k) of (19) is a descent direction of (17), if H(k) is positive definite
and the corresponding Lagrange multiplier is bounded by r, see [18, Thm. 3.1].
For an appropriate step length λk satisfying

P
(
x(k) + λks

(k)
)

< P
(
x(k)

)
,

the new approximation x(k+1) is defined by

x(k+1) = x(k) + λks
(k). (20)

In order to get a globally convergent method, the step length λk has to satisfy
additional conditions. Among the different possibilities, we consider the first
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Armijo–Goldstein condition

P (x(k) + λks
(k)) ≤ P (x(k)) + αλk∇P (x(k))Ts(k) (21)

for some fixed 0 < α < 1, independently of k. The existence of the directional
derivative ∇P (x(k))Ts(k) is verified in [18].

We employ a backtracking line-search strategy as described in [8, Sect. 6.3.2].
This turns out to be an essential feature of our method. The size of α in (21)
is typically quite small. In literature, the value α = 10−4 is recommended.
Starting with an initial guess λ = 1 for the step length, we reduce λ step
by step by a factor β ∈ [0.1, 0.5] until (21) holds. In each step of this line-
search, the size of β is determined anew from a quadratic or a cubic model of
the restriction of P in search direction. For details of this algorithm, see [8,
Algorithm A6.3.1].

The convergence properties of our algorithm are collected in the following
theorem which is obtained by a small modification of Theorem 3.2 in [18]. In
contrast to [18], we use a different (non exact) line-search strategy.

Theorem 1 Let F and G = (G1, . . . , Gℓ)
T be continuously differentiable and

let the following conditions hold, where {x(k)} denotes the sequence defined
in (20):

(a) The function F is bounded from below and ∇G has full rank.
(b) The matrices H(k) = H(x(k)) are positive definite, and for all critical

points x⋆ of (13) there exists a neighborhood where H is continuous.
(c) The solution of each quadratic minimisation problem Q(x(k), H(k)), given

by (19), has a Lagrange multiplier that is bounded by r in the maximum
norm.

Then, the sequence {x(k)} converges to a critical point x⋆ of (13), or any of
its accumulation points is a critical point.

PROOF. Since F is bounded from below, the exact penalty function P has
the same property. By construction, the sequence {P (x(k))} is monotonically
decreasing and thus converges to p⋆, say. Let x⋆ be an accumulation point
of the sequence {x(k)}. Without loss of generality, we may assume that x(k)

converges to x⋆. In particular, we have λks
(k) → 0 for k → ∞.

Since F and Gi, i = 1, . . . , ℓ are continuously differentiable, and H(k) =
H(x(k)) with continuous H, for k sufficiently large, the corresponding solutions
s(k) of (19) converge to s⋆ which solves Q(x⋆, H(x⋆)).

If s⋆ = 0, then x⋆ obviously satisfies the first order conditions (18).
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Otherwise, as s⋆ 6= 0, we conclude from [18, Thm. 3.1] that there exists λ > 0
with P (x⋆ + λs⋆) < P (x⋆). In accordance with our backtracking strategy, let
λ⋆ be the largest λ ∈ (0, 1] that satisfies the Armijo–Goldstein condition (21).
Due to the continuity of the data, we have that λk ≥ λ⋆/2 for k sufficiently
large which contradicts λks

(k) → 0. 2

3.2 Application to the GPE

In order to apply the just described method to our constrained minimisation
problem (13), we have to define the function H.

For this, we choose a singularity level TOL and set

dj(x) =

∣∣∣∣∣
∂2F

∂x2
j

+
ℓ∑

i=1

yi
∂2Gi

∂x2
j

∣∣∣∣∣ . (22)

If dj(x) ≤ TOL, we modify (22) to dj(x) = 1. A typical value for the singularity
level is TOL = 10−8. With

δ(x) = max

(

1, TOL
‖∇F (x)‖2

‖∆(x)‖2

)

, ∆(x) =
(
d1(x), . . . , dn(x)

)
T

(23)

we finally define the function H as

H(x) = δ(x)diag
(
d1(x), . . . , dn(x)

)
. (24)

This choice of H satisfies the conditions of Theorem 1.

In some of our examples below, the generic choice α = 10−4 in (21) required
an unexpectedly high number of iterations. This happens even in the one-
dimensional single-equation case for particular values of ϑ, see Fig. 2. To
overcome this problem, we vary the size of α in the iteration process. After
accepting a step, say step k, we update α as follows.

If λk = 1 and ∇P (x(k))Ts(k) < 0, we increase α according to

αnew = min
(
α̂, 1.25α, 0.99

)
, α̂ =

P (x(k+1)) − P (x(k))

∇P (x(k))Ts(k)
; (25a)

else, if λk < 1, we decrease α according to

αnew = max
(
10−4, min(λ, 0.75α)

)
. (25b)

If αnew does not admit an admissible step length in step k + 1, we put αnew =
10−4 and restart the line-search with λ = 1.
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Fig. 2. Number of iterations necessary to compute the ground state of the one-di-
mensional GPE (2) with the standard harmonic potential U(ξ) = 1

2ξ2, N = 1, as
a function of ϑ. The left figure displays the results obtained with the traditional
choice α = 10−4, the right figure those obtained with the new strategy (25) for
selecting α.

3.3 Choice of the penalty parameter and the starting values

Appropriate starting values for the local optimisation procedure are deter-
mined with the help of a continuation method. For a general overview of such
methods, see [9]. In our case, we choose ϑlk and ρl as continuation parameters.
For this purpose, we replace ϑlk by ϑ̂lk in (16a) and continue, for appropriate
initial values, the parameters ϑ̂lk to ϑlk and ρl to 1. As initial values for ϑ̂lk,
we take ϑ̂lk = (NlNk)

−1/2. The choice of the initial values for ρl is more tricky.
It depends on the difference between the given and the harmonic potential.
If the potentials are very close to each other, the corresponding ρl is chosen
close to 1, with ρl = 1 for the standard harmonic potential. Otherwise, ρl is
taken smaller.

In the first step of the continuation method, we take as starting value ϕ
the ground state of the linear Schrödinger equation with standard harmonic
potential. In the subsequent steps, we then take the solution of the previous
step as starting value for ϕ.

For the actual values of ϑ̂lk and ρl, we compute the ground state by using the
above procedure. Thereafter, we enlarge ϑ̂lk and ρl according to the formulas

ϑ̂new
lk = (1 + κ)ϑ̂lk, ρnew

l = (1 + κ)ρl. (26)

The size of κ in (26) has to be chosen appropriately. We take here into account
the speed of convergence of the iteration. If the residual is smaller than 10−6

after less than three iterations, we double the value κ in the next continuation
step; if the residual does not meet the condition after ten iterations, we half
κ and redo the whole step; else, we keep the value of κ in the next step.

12



This procedure allows to determine appropriate starting values even for large
values of ϑlk in a fast and reliable way.

The penalty parameter r in (17) is chosen in accordance with the size of the
chemical potentials µ1, . . . , µℓ. Having computed the ground state ϕ of the
current step, we calculate approximations to the chemical potential for ϑ̂new

lk

by using the just computed ϕ. The maximal value of these approximations is
taken for r. This choice guarantees that r is an upper bound for the Lagrange
multiplier in the step for ϑ̂new

lk .

4 Numerical implementation and illustrations

We have implemented the above algorithm in Matlab and it can be used
without any restriction also in GNU Octave, version greater or equal to
3.0.0. In the present version, our code can treat coupled systems of GPEs in
one or two space dimensions. Gauss–Hermite quadrature points are computed
using the stable and efficient routines provided in [13,14]. Hermite functions
at quadrature points are computed once and for all using the stable recurrence
relation (4). The program is freely available from the authors on request.

The following examples illustrate the capability of our method. We note that
the choice of the parameters is not strictly related to physical experiments. In
particular, in all the numerical examples we use the same masses for all the
components, but vary the scattering lengths. We emphasise however that in
our implementation there is no restriction at all in using different masses. SI
units are used throughout this section.

Example 1. As a first numerical example, we first consider the case of a
two-component (ℓ = 2) two-dimensional condensate, modelled by (15), each
component with the same atomic species 87Rb, mass ml = m = 1.44 · 10−25,
and the same number of particles Nl = N = 107. The intra-species coupling
constants are ϑ11 = 1.3 · 10−6 and ϑ22 = 1.3 · 10−11. The potentials are scaled
and off-centered harmonic potentials (see, e.g., [2]), namely

Ul(ξ1, ξ2) = 1
2

[
(ω1l(ξ1 − ξ1l))

2 + (ω2l(ξ2 − ξ2l))
2
]

with
ω11 = π, ω21 = π, ξ11 = 0, ξ21 = 0 ,

ω12 = 3π, ω22 = 3π, ξ12 = 5 · 10−6, ξ22 = 0 .

We perform four numerical experiments, with identical inter-species coupling
constant ϑlk, l 6= k, assuming the values 0, 2.5 · 10−7, 1.0 · 10−6 and 2.0 · 10−6,
respectively. The number of Hermite functions was fixed to J = 64 for each
direction and component, resulting in a total of ℓJ2 = 8192 degrees of freedom
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for the spectral coefficients. The required CPU time (on a 2.2Ghz CPU) is
about 2 seconds. The contour plots of the solution are given in Fig. 3.

Example 2. As a second example, we consider the case of a three-component
(ℓ = 3) two-dimensional condensate, modelled by (15), each component with
the same atomic species 87Rb, mass ml = m = 1.44 · 10−25, and the same
number of particles Nl = N = 107. The intra-species coupling constants are
ϑ11 = ϑ33 = 1.3 · 10−5 and ϑ22 = 6.3 · 10−8. The potentials are scaled, off-
centered and rotated harmonic potentials, namely

Ul(ξ1, ξ2) = 1
2

[
(ω1l((ξ1 − ξ1l) cos Ωl + (ξ2 − ξ2l) sin Ωl))

2 +

+ (ω2l((ξ1 − ξ1l) sin Ωl − (ξ2 − ξ2l) cos Ωl))
2
]

with
ω11 = 3

2
π, ω21 = π, Ω1 = 0, ξ11 = 10−5, ξ21 = 0 ,

ω12 = 3
2
π, ω22 = π, Ω2 = 0, ξ12 = −10−5, ξ22 = 0 ,

ω13 = π, ω23 = 2π, Ω3 = π

4
, ξ13 = 0, ξ23 = 0 .

We perform five numerical experiments, with identical inter-species coupling
constant ϑlk, l 6= k, assuming the values 0, 1.3 · 10−6, 2.5 · 10−6, 5.0 · 10−6 and
1.0 · 10−5, respectively. The number of Hermite functions was fixed to J = 64
for each direction and component, resulting in a total of ℓJ2 = 12288 degrees
of freedom for the spectral coefficients. The required CPU time is about 2
seconds. The contour plots of the solution are given in Fig. 4.

Increasing the inter-species coupling constant ϑlk clearly shows the phase seg-
regation phenomenon (see [21,24]) already discussed and proved in [6,7] for
the two-component and the three-component condensate, respectively.

Example 3. Finally, we consider again the case of a three-component two-
dimensional condensate, each component with the same atomic species 87Rb,
mass ml = m = 1.44 · 10−25, and the same number of particles Nl = N =
107. The intra-species coupling constants are ϑll = 1.3 · 10−5, l = 1, 2, 3 and
ϑ12 = ϑ21 = 0. The potentials are scaled and strongly anisotropic harmonic
potentials, namely

Ul(ξ1, ξ2) = 1
2

[
(ω1lξ1)

2 + (ω2lξ2)
2
]

with

ω11 = π, ω21 = 10π, ω12 = 10π, ω22 = π, ω13 = π, ω23 = π .

We perform five numerical experiments, with ϑ13 = ϑ31 = ϑ23 = ϑ32 assuming
the values 0, 5 · 10−6, 1.3 · 10−5, 2.5 · 10−5 and 5 · 10−5, respectively. The
number of Hermite functions was fixed to J = 70 for each direction and
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Fig. 3. Contour plots of the ground state
(
ϕ(1)(ξ), ϕ(2)(ξ)

)
of Example 1 (left–right)

for ϑlk, l 6= k, assuming the values 0, 2.5·10−7, 1.0·10−6 and 2.0·10−6 (top–bottom).
The unit length for ξ1 and ξ2 is 10−5; the unit length for the function values is 107.
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Fig. 4. Contour plots of the ground state
(
ϕ(1)(ξ), ϕ(2)(ξ), ϕ(3)(ξ)

)
of Example 2

(left–right) for ϑlk, l 6= k, assuming the values 0, 1.3 · 10−6, 2.5 · 10−6, 5.0 · 10−6 and
1.0 · 10−5 (top–bottom). The unit length for ξ1 and ξ2 is 10−5; the unit length for
the function values is 107.
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Fig. 5. Contour plots of the ground state
(
ϕ(1)(ξ), ϕ(2)(ξ), ϕ(3)(ξ)

)
of Example 3

(left–right) for ϑ13 = ϑ31 = ϑ23 = ϑ32 assuming the values 0, 5 · 10−6, 1.3 · 10−5,
2.5 ·10−5 and 5 ·10−5, (top–bottom). The unit length for ξ1 and ξ2 is 10−4; the unit
length for the function values is 107.
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component, resulting in a total of ℓJ2 = 14700 degrees of freedom for the
spectral coefficients. The required CPU time is about 12 seconds. The contour
plots of the solution are reported in Fig. 5.

5 Conclusions

In this paper, we were concerned with the numerical computation of the
ground state of Gross–Pitaevskii systems. By means of a spectral discreti-
sation, we transformed the problem into a constrained minimisation problem
and employed a Newton-like method with approximate line-search for its nu-
merical solution. The algorithm was implemented in Matlab (and success-
fully tested in GNU Octave); the code is available from the authors on
request. The enclosed numerical examples clearly demonstrate the reliability
of the new method. We point out that the presented minimisation approach is
neither restricted to Gross–Pitaevskii systems nor to Hermite basis functions.
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