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Abstract
By Newman’s Lemma and the Extended Critical Pair Lemma, ordered completion tools

can establish ground confluence by ensuring ground joinability of all extended critical pairs.
We present a new criterion for ground joinability over a given signature that extends the
test by Martin and Nipkow (1990). The criterion is particularly useful when a suitable
reduction order is to be discovered by means of a SAT/SMT-based search.

1 Introduction

Ordered completion [3] has been a highly influential calculus in automated deduction as it is
refutationally complete for equational theorem proving. If no goal is supplied or the goal cannot
be proven, ordered completion attempts to derive a presentation of the equational theory that
is ground complete, i.e., terminating and ground confluent.

In theorem proving, ground completeness was mostly considered over a signature FC that
extends the signature F of the (finite) input problem by infinitely many constants. Naturally
ground completeness over FC implies ground completeness over F , but the following example
shows that the reverse does not hold.

Example 1. The rewrite system R consisting of the three rules

f(g(f(x)))→ g(f(g(x))) f(a)→ a g(a)→ a

is terminating and ground confluent over the signature F = {f, g, a} as every ground term
rewrites to a. But in presence of an additional constant c there is the non-joinable peak
g(f(g(g(f(c)))))← f(g(f(g(f(c)))))→ f(g(g(f(g(c))))), so R is not ground confluent over FC .

It is actually often sufficient if a system is ground complete for a fixed, finite signature F ,
e.g., to witness satisfiability of a goal. However, this comes at the price of a profound difference
with respect to computability: while ground confluence of ordered rewriting is decidable over
FC for a large class of reduction orders [4] it is undecidable over F , despite termination [5].

By Newman’s Lemma and the Extended Critical Pair Lemma [3] ground confluence of a
terminating system can be established by ensuring that all extended critical pairs are ground
joinable. In this paper we propose a new ground joinability criterion for this setting that
extends the test proposed by Martin and Nipkow [8]. It is strictly more powerful as far as
ground completeness over the original signature F is concerned. In particular, our criterion
produces constraints on the reduction order that are necessary for ground joinability. Using the
fact that satisfiability of LPO and KBO constraints is in NP [9, 7], we exploit this test in the
ordered completion tool MædMax, where maxSAT/maxSMT guides the search for a reduction
order that admits a ground-complete presentation.

The remainder of this paper is organized as follows. In Section 2 we recall some relevant
notions. In Section 3 the ground joinability criterion is explained. In Section 4 we add some
remarks on our implementation and conclude.
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2 Preliminaries

In the sequel standard no(ta)tions from term rewriting are used [2]. We consider the set of
(ground) terms T (F ,V) (T (F)) over a finite signature F that is assumed to contain a constant.
The signature FC extends F by an infinite set of constants C. A substitution σ is F-grounding
for a set of variables V if σ(x) ∈ T (F) for all x ∈ V , and F-grounding for a term t if it is
F-grounding for Var(t). Given a TRS R, terms s and t are ground joinable on F , denoted
s ⇓F t, if sσ ↓R tσ holds for all F-grounding substitutions σ. A substitution σ is R-reducible
if σ(x) is R-reducible for some x ∈ Dom(σ).

We consider simplification orders > that are ground total. (Any ground-total reduction
order can be extended to enjoy the subterm property [2]). These properties are for instance
satisfied by lexicographic path orders (LPO) and Knuth-Bendix orders (KBO) with a total
precedence [2]. Ordered rewriting is a key notion for ordered completion: For a set of equations
E and a reduction order >, the (infinite) TRS E> consists of all rewrite rules `σ → rσ such that
` ≈ r ∈ E ∪ E−1 and `σ > rσ. A TRS R is ground confluent with respect to F if s ∗R← · →∗R t
implies s →∗R · ∗R← t for all s, t ∈ T (F). A terminating TRS R is ground confluent if the set
of extended critical pairs CP>(R) are ground joinable [3].

3 A Criterion for Ground Joinability

We build on the idea by Martin and Nipkow [8] to perform a case distinction by considering
ordered rewriting using all extensions of > that reflect possible combinations of σ(x) > σ(y),
σ(y) > σ(x) or σ(x) = σ(y) for x, y ∈ V and a grounding substitution σ.

Suppose F contains the signature of the input problem, and > is an F-ground-total sim-
plification order. Let O be a set of ordering constraints, i.e., a set of variable pairs x >O y
or x =O y. Let �O be a quasi-order on T (F ,V) that contains > and O, and �O be its strict
part. For a substitution σ that is F-grounding on Var(O) and a set of ordering constraints O,
the quasi-order �O covers σ if σ(x) > σ(y) (σ(x) = σ(y)) holds for all x >O y (x =O y) in
O. Moreover, �O is compatible with > if s �O t implies sσ > tσ for all s, t ∈ T (F ,V) and all
substitutions σ that are F-grounding for s and t and covered by �O.

For instance, if > is an LPO and x >O y ∈ O then �O covers σ = {x 7→ g(a), y 7→ a}. If �O

is compatible with > then f(f(x, z), y) �O f(y, f(x, z)) may hold, but f(y, x) �O f(x, y) cannot.

Lemma 2. [8, 1] Suppose �O is compatible with > and �O covers a substitution σ that is
F-grounding for s and t. Then s→E�O t implies sσ →E> tσ.

In the remainder of this section we assume that �O is compatible with >. Next, we present
the inference system GJ which is used to conclude ground joinability of a given equation.

Definition 3. Let E be a given equational system. The inference system GJ operates on a
set G of tuples (s ≈ t,O, σ) where s ≈ t is an equation over T (F ,V), O is a set of ordering
constraints, and σ is a substitution. It consists of the following seven inference rules:

delete G ] {(s ≈ s,O, σ)} ⇒ G
rewrite G ] {(s ≈ t,O, σ)} ⇒ G ∪ {(u ≈ t,O, σ)}

G ] {(t ≈ s,O, σ)} ⇒ G ∪ {(t ≈ u,O, σ)}
if s→E�O u

equation G ] {(s ≈ t,O, σ)} ⇒ G
if s↔E t
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f(x, y) ≈ f(z, f(x, f(y, i(z))))

z > x

⊥
rewrite+

orient

z = x

⊥
rewrite+

z < x

y > x

z 7→ 0

⊥
rewrite+

instantiate

z 7→ a

x 7→ 0

⊥
rewrite+

instantiate

x 7→ a

⊥
unsat

x 7→ i(x1)

x1 7→ 0

⊥
rewrite+

instantiate
. . .

x1 7→ f(x′1, x
′
2)

⊥
subreducible

x 7→ f(x1, x2)

⊥
rewrite+

z 7→ i(z1)

⊥
rewrite+

z 7→ f(z1, z2)

⊥
rewrite+

y = x y < x

orient

Figure 1: Proving ground joinability of f(x, y) ≈ f(z, f(x, f(y, i(z)))).

orient G ] {(s ≈ t,O, σ)} ⇒ G ∪ {(s ≈ t,O ∪ {x > y}, σ), (s ≈ t,O ∪ {y > x}, σ),

(sρ ≈ tρ,Oρ, σρ)}
if x, y ∈ Var(s ≈ t) and where ρ = {x 7→ y}

unsat G ] {(s ≈ t,O, σ)} ⇒ G
if �O does not cover any F-grounding substitution for s ≈ t

instantiate G ] {(s ≈ t,O, σ)} ⇒ G ∪ {(sσf ≈ tσf ,Oσf , σσf} | f ∈ F}
if F is finite, σf = {x 7→ f(z0, . . . , zn)} for x ∈ Var(s ≈ t) and z0, . . . , zn fresh

subreducible G ] {(s ≈ t,O, σ)} ⇒ G
if σ is E�O-reducible

The inference system GJ extends the transformation relation used by Martin and Nipkow [8]
by the last three rules. A sequence of transformation steps γ : G0 ⇒ G1 ⇒ G2 ⇒ . . . is called a
derivation. The aim of this section is the following correctness result:

Lemma 4. If {(s ≈ t,∅,∅)} ⇒+ ∅ then s ⇓F t holds.

Before proving Lemma 4 we illustrate our approach by an example, which also shows that
GJ is strictly more powerful than the transformation relation by Martin and Nipkow [8].

Example 5. Consider the following system E for commutative groups, which is ground com-
plete on both F = {f, i, 0} and Fa = F ∪ {a} [8].

f(i(x), x)→ 0 f(y, f(i(y), x))→ x i(0)→ 0 f(f(x, y), z)→ f(x, f(y, z))

f(x, i(x))→ 0 f(i(y), f(y, x))→ x i(i(x))→ x i(f(x, y))→ f(i(y), i(x))

f(x, 0)→ x f(i(y), f(x, y))→ x f(x, y) ≈ f(y, x) f(x, f(y, z)) ≈ f(y, f(x, z))

f(0, x)→ x f(y, f(x, i(y)))→ x
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Equation f(x, y) ≈ f(z, f(x, f(y, i(z)))) (?) occurs in the set CP>(E) for all reduction orders >
that orient the rules as indicated. Figure 1 depicts a possible GJ-derivation for this problem.
We cannot rewrite Equation (?), so we may start by applying the orient rule to x and z. If
z >O x holds then also i(z) >O x does because > and hence >O has the subterm property. It
is then easy to check that repeated applications of rewrite turn the problem into a trivial one.
But for instance for the variable order y >O x >O z no rewrite step is possible. We instead
continue by applying instantiate to z, writing t for f(z, f(x, f(y, i(z)))):

• If σ0(z) = 0 then repeated applications of rewrite turn the problem into a trivial one
because of the rewrite steps tσ0 = f(0, f(x, f(y, i(0))))→ f(x, f(y, i(0)))→+ f(x, y).

• If σi(z) = i(z1) we have y >O x >O i(z1). Since > is a simplification order, x >O i(z1)
implies x >O z1 and similar for y. The following rewrite steps make the problem trivial:

tσi → f(i(z1), f(x, f(y, z1))))→ f(i(z1), f(x, f(z1, y))))→ f(i(z1), f(z1, f(x, y))))→ f(x, y)

• Finally, if z = f(z1, z2), so y >O x >O f(z1, z2) then we can first apply rewrite to obtain
f(f(z1, z2), f(x, f(y, i(f(z1, z2))))) →+ f(z1, f(z2, f(x, f(y, f(i(z2), i(z1)))))) =: u. Now sup-
pose we can ensure that the reduction order satisfies f(z1, z2) > i(z1) and f(z1, z2) > i(z1),
and thus by transitivity x, y > i(z1), i(z2). This admits the ordered rewrite steps

u→+ f(z1, f(z2, f(i(z2), f(i(z1), f(x, y)))))→ f(z1, f(i(z1), f(x, y))))→ f(x, y)

So (?) is F-ground-joinable if the constraints f(z1, z2) > i(z1), i(z2) are satisfied. Indeed the
KBO with i > f > 0, w0 = w(0) = 1 and w(i) = w(f) = 0 orients E and satisfies these con-
straints. (For the signature Fa some further case analysis is required, as indicated in Figure 1.)

Ground confluence of E> is established by checking that the union of the joinability con-
straints that arise from equations in CP>(E) can be satisfied by some reduction order that is
compatible with E . MædMax employs an SMT solver for this task and can indeed show ground
confluence. The tools Waldmeister and E fail on this problem.

For a derivation tree as in Figure 1 it is intuitively clear that any grounding substitution
corresponds to exactly one branch. This fact needed for the proof of Lemma 4 is made formal
in Lemma 6. We write G⇒1 G

′ if there is some G such that {G} ⇒ G and G′ ∈ G.

Lemma 6. Let sσ, tσ be ground and γ : G0 = {(s ≈ t,∅,∅)} ⇒+ Gn. Then there is some m 6 n
such that for all i < m there are Gi ∈ Gi such that Gi = (si ≈ ti,Oi, τi) and (1) sτi = si, tτi = ti
and there is some δi such that σ = τiδi, (2) �Oi

covers δi, and (3) Gi ⇒1 Gi+1 for all i < m,
and if m < n then {Gm} ⇒ ∅. The sequence G0, . . . , Gm is called the projection of γ to σ.

Proof of Lemma 4. Suppose σ is a substitution that is F-grounding for s and t. By assumption
G0 ⇒+ Gn holds for G0 = {(s ≈ t,∅,∅)} and Gn = ∅. By Lemma 6 there is a projection
G0, . . . , Gm to σ for some m 6 n, so for all Gi = (si ≈ ti, Oi, τi) with i < m there is some δi
satisfying σ = τiδi and for all x >O y in Oi it holds that δi(x) > δi(y).

We show by induction on {sσ, tσ} with respect to >mul that sσ ↓E> tσ holds. In a nested
induction on m − i we establish siδi ↓E> tiδi. We first consider the base cases where i = m
and do a case distinction on the last step. If delete is applied then siδi ↓E> siδi trivially holds.
In case of an equation step, if siδ = tiδ then joinability trivially holds. Otherwise si ↔E ti
implies siδi →E> tiδi or tiδi →E> siδi because of ground totality. Note that there cannot be an
unsat step as �Oi covers σ. For the final base case, suppose subreducible was applied. As τi is
reducible for some x ∈ Dom(τi) also σ = τiδi is reducible to, say, σ′. Then sσ > sσ′ or tσ > tσ′
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must hold since ordered rewriting is compatible with >, so we have {sσ, tσ} >mul {sσ′, tσ′}.
Therefore the (outer) induction hypothesis yields sσ′ ↓E> tσ′, which implies sσ ↓E> tσ.

In the step case where i 6= m we can assume si+1δi+1 ↓E> ti+1δi+1 by the (inner) induction
hypothesis. First, suppose rewrite is applied, so si →E�Oi

si+1 and δi = δi+1. By Lemma 2
this implies siδi →E> si+1δi. So siδi ↓E> tiδi follows from si+1δi+1 ↓E> ti+1δi+1. The second
rewrite case is symmetric. Next, if orient is applied the statement is obvious unless xδi = yδi.
But then ρδi+1 = δi, so siδi ↓E> tiδi follows from si+1δi+1 ↓E> ti+1δi+1. For instantiate the
choice of Gi ensures s = si+1δi+1 = siδi and t = ti+1δi+1 = tiδi.

We ultimately conclude that s0σ = sσ ↓E> tσ = t0σ holds.

4 Conclusion

We presented a new criterion for ground joinability that can be exploited to check ground
completeness. For the original signature, the resulting test is strictly more powerful than the
approach by Martin and Nipkow.

The criterion is implemented in the tool MædMax1, which implements an ordered-completion
version of maximal completion [6]. A key characteristic of this approach is that a pool of equa-
tions is maintained, from which in every iteration a maximal terminating TRS Ri is extracted
by exploiting maxSAT/maxSMT and a SAT/SMT-encoding of a reduction order (LPO, KBO,
or a choice between the two). If Ri together with the remaining equations is ground confluent
we are done, otherwise the new extended critical pairs are added and the procedure is reiterated.

As sketched in Example 5, the proposed criterion allows to express conditions on ground
joinability as conditions on the reduction order. Moreover, LPO and KBO constraint solving is
known to be NP-complete [9, 7], so satisfiability of order constraints can be SAT-encoded. This
fact is exploited in MædMax to apply the unsat rule. Experiments show that our test allows
MædMax to gain power over other tools, the results can be found on-line.
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