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1. Communication

A  Core technology of quantum  
 repeaters 

B  Secure point-to-point  
quantum links

C   Quantum networks between 
distant cities

D Quantum credit cards

E    Quantum repeaters 
with cryptography and 
eavesdropping detection

F    Secure Europe-wide internet 
merging quantum and 
classical communication

2. Simulators

A    Simulator of motion of 
electrons in materials

B    New algorithms for quantum 
simulators and networks 

C   Development and design of 
new complex materials

D   Versatile simulator of quantum 
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E    Simulators of quantum 
dynamics and chemical 
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support drug design 
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on gravity sensors

F   Integrate quantum sensors 
with consumer applications 
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 computers

C    Small quantum processor 
executing technologically 
relevant algorithms

D    Solving chemistry and 
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F    General purpose quantum 
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computational power of 
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CLASSICAL PROBLEMS AND AQC

A. Lucas, Front. Phys. 2, 5 (2014)

Partitioning problem

Lucas Ising formulations of many NP problems

(not the graph associated with the NP problem) scale linearly
with N?

It is probably evident why we do not want too many ancilla
bits—this simply means we can only encode smaller problems
on the same size piece of hardware. It is a bit more subtle to
understand why complete graphs, or separations of energy scales,
are problematic. It is probable that the successful experimental
implementations of AQO with the most qubits are on devices
generated by DWave Systems [11–13] 6. As such, we now dis-
cuss the ease with which these Hamiltonians can be encoded
onto such a device. These devices may only encode problems
via a “chimera” graph. The primary problem with Hamiltonians
on a complete graph is that it is inefficient [43, 44] to embed
complete graphs onto the chimera graph. A primary difficulty
is demonstrated by the following simple case: a node v in the
complete graph must be mapped two a pair of nodes u and w
on the chimera graph, with the coupling Juw large compared
to other scales in the problem, to ensure that su = sw (so these
nodes effectively act as one spin). A second problem is that
some of the Hamiltonians require separations of energy scales.
However, in practice, these devices may only encode couplings
constants of 1, . . . , 16, due to experimental uncertainties [11–
13]. This means that it is unlikely that, for very connected graphs,
one may successfully encode any H with a separation of energy
scales. A final challenge is that sometimes couplings or qubits are
broken—at this early stage in the hardware development, opti-
mal algorithms have embeddings which are insensitive to this
possibility [45].

2. PARTITIONING PROBLEMS
The first class of problems we will study are partitioning prob-
lems, which (as the name suggests) are problems about dividing
a set into two subsets. These maps are celebrated in the spin glass
community [24], as they helped physicists realize the possibil-
ity of using spin glass technology to understand computational
hardness in random ensembles of computing problems. For com-
pleteness, we review these mappings here, and present a new one
based on similar ideas (the clique problem).

2.1. NUMBER PARTITIONING
Number partitioning asks the following: given a set of N pos-
itive numbers S = {n1, . . . , nN}, is there a partition of this set
of numbers into two disjoint subsets R and S − R, such that
the sum of the elements in both sets is the same? For exam-
ple, can one divide a set of assets with values n1, . . . , nN , fairly
between two people? This problem is known to be NP-complete
[18]. This can be phrased trivially as an Ising model as fol-
lows. Let ni (i = 1, . . . , N = |S|) describe the numbers in set S,
and let

H = A

(
N∑

i = 1

nisi

)2

(6)

6These devices use quantum annealing, which is the finite temperature gen-
eralization of AQO. For this paper, this is not an important issue, although it
can certainly be relevant to experiments.

be an energy function, where si = ± 1 is an Ising spin variable.
Here A > 0 is some positive constant. Typically, such constants
are scaled to 1 in the literature, but for simplicity we will
retain them, since in many formulations a separation of energy
scales will prove useful, and retaining each scale can make it
easier to follow conceptually. Classical studies of this problem
are slightly easier if the square above is replaced with absolute
value [24].

It is clear that if there is a solution to the Ising model with
H = 0, then there is a configuration of spins where the sum of
the ni for the +1 spins is the same for the sum of the ni for the −1
spins. Thus, if the ground state energy is H = 0, there is a solution
to the number partitioning problem.

This Ising glass has degeneracies—i.e., there are always at least
two different solutions to the problem. This can be seen by not-
ing that if s∗i denotes a solution to the problem, then −s∗i is also a
solution. Physically, this corresponds to the fact that we do not
care which set is labeled as ± . In the spin glass literature, the
change si → −si, which does not change the form of H, is often
(rather loosely) called a gauge transformation. The existence of a
gauge transformation which leaves the couplings unchanged (as
there are no linear terms) implies that all energy levels of H are
degenerate. It is possible that there are 2m ground states (with
m > 1). This means that there are m physically distinct solu-
tions to the computational problem. We only need to find one of
them to be happy with our adiabatic quantum algorithm. We can
remove this double degeneracy by fixing s1 = 1. This also allows
us to remove one spin: now only s2, . . . , sN are included on the
graph, and s1 serves as an effective magnetic field. So in general,
we require N − 1 spins, which live on a complete graph, to encode
this problem.

If the ground state has H > 0, we know that there are no solu-
tions to the partitioning problem, but the ground state we do find
is (one of) the best possible solutions, in the sense that it min-
imizes the mismatch. Minimizing this mismatch is an NP-hard
problem, and we see that we do not require any more fancy foot-
work to solve the optimization problem—the same Hamiltonian
does the trick.

2.2. GRAPH PARTITIONING
Graph partitioning is the original [20] example of a map between
the physics of Ising spin glasses and NP-complete problems. Let
us consider an undirected graph G = (V, E). with an even num-
ber N = |V | of vertices. We ask: what is a partition of the set V
into two subsets of equal size N/2 such that the number of edges
connecting the two subsets is minimized? This problem has many
applications: finding these partitions can allow us to run some
graph algorithms in parallel on the two partitions, and then make
some modifications due to the few connecting edges at the end
[39]. Graph partitioning is known to be an NP-hard problem;
the corresponding decision problem (are there less than k edges
connecting the two sets?) is NP-complete [18]. We will place an
Ising spin sv = ± 1 on each vertex v ∈ V on the graph, and we
will let +1 and −1 denote the vertex being in either the + set or
the − set. We solve this with an energy functional consisting of
two components:

H = HA + HB (7)
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The optimization problem is encoded in the Hamiltonian

Hp ¼ ∑
K

k¼1
Jk s̃zðkÞ þ∑

K−Nþ1

l¼1
Cl ð3Þ

The vector Jk runs over all K = N(N − 1) ∕2 elements of the interaction
matrix Jij from Eq. 1, thus translating the optimization parameters into
easily controllable local fields that act on physical qubits. Below, we
show that with the adequate choice of the constraints and their ge-
ometrical arrangement, all n-body interactions (local magnetic
field, pair interactions, three-body interactions, etc.) can be en-
coded in Eq. 3.

The constraints Cl are constructed from conditions on closed loops
of logical qubits with the necessary requirements (i) that the con-
straints cover all physical qubits and (ii) that the number of constraints
is at least K − N. As an illustrative example for two-body terms, con-
sider the closed loop of four bonds sz

(1)sz
(3)→sz

(2)sz
(3)→sz

(2)sz
(4)→

sz
(1)sz

(4) (red lines in Fig. 1A). Consistency of the relative alignment of
sz

1,2,3,4 demands either none, two, or all four of the pairs of logical
spins to be antiparallel. That is, the number of 1’s in the four physical
qubits s̃13z ; s̃23z ; s̃24z ; s̃14z has to be even (red cross in Fig. 1D). The
same considerations apply for any closed loop in the logical qubits.
For example, along a closed triangle, the number of physical qubits

equal to 0 can be 0 or 2. Similar constraints are also relevant in the con-
text of lattice gauge theories (15). From all the possible closed loops, we
select those that (iii) can be implemented in real space on a simple geo-
metry with local interactions only.

The solution that satisfies all the above conditions (i) to (iii) is
illustrated in Fig. 1D. For this, the constraints are constructed as
follows: Consider the index distance between logical qubits s = |i − j|.
The chosen loops consist of four connections: one of index distance s,
two connections with distance s + 1, and one with distance s + 2. As an
illustration, a building block loop with s = 1 is shown in Fig. 1 (A and
D) marked in red. The total of all s = 1 loops gives N − 3 constraints.
The next building block is a loop with s = 2, which can be geometrically
added as an additional row in a triangle, as shown in Fig. 1D.
Continuing this procedure up to s = N − 2 results in a construction
that satisfies all conditions (i) to (iii).

In a physical device, the local constraints can be enforced in var-
ious possible ways. Two typical forms to write such constraints are

Cl ¼ þCð ∑
m¼n;e;s;w

s̃ ðl;mÞ
z þ SlzÞ

2

or

Cl ¼ −Cs̃ðl;nÞz s̃ðl;eÞz s̃ðl;sÞz s̃ðl;wÞz ð4Þ

Here, the first sum represents an “ancilla-based” implementation.
The sum runs over the four members of each plaquette (north, east,
south, and west) and Sz is an ancilla qutrit with three possible
values: −4, 0, or 4. Implementations with ancilla qubits can also
be implemented with qubits only. The second form is an imple-
mentation that requires a four-body interaction on the plaquettes.
The preferable implementation of the constraints depends on the
details of the physical qubits (for example, superconducting qubits,
cold atoms, molecules or ions, and cavities).

As a final step, the boundaries of the lattice of physical qubits have
to be taken care of. In Fig. 1D, the bottom row (labeled with
“Readout”) consists of triangles instead of squares. These can be treated
in two ways: (i) introduce a separate constraint enforcing the condi-
tion that the number of 0’s in each of these triangles is odd and (ii)
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Fig. 1. Illustration of the fully connected architecture. (A) The aim is to
encode a system of N logical spins with programmable infinite-range inter-
actions (solid lines). (B) New physical qubit variables are introduced for each
of theN(N− 1)/2 interactions, which take the value 1 if two connected logical
spins point in the same direction and 0 otherwise. (C) The new physical qu-
bits are noninteracting except for local constraints on plaquettes of four
spins. (D) The constraints correspond to closed paths connecting logical
spins [for example, the red cross in (D) corresponds to the red lines in (A)].
The number of 0’s in a plaquette can be either 0, 2, or 4. The particular ar-
rangement of new spins shown in (D) allows for a two-dimensional repre-
sentation of the infinite-range model with local constraints only. An
additional row of physical qubits fixed to 1 (yellow) completes the imple-
mentation. The solution of the optimization problem can be read out in spe-
cific combinations of the physical qubits, for example, as marked in (D).
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Fig. 2. Time-dependent spectrum. (A and B) Energy spectrum of a typ-
ical adiabatic sweep with N = 4 logical qubits and an additional random
field in the programmable implementation (A) and in a fictitious imple-
mentation of the logical qubits (B). Here, t is the time and T is the total
time of the sweep. Instantaneous eigenenergies Ei are measured with re-
spect to the ground state, DE = Ei − E0. The constraint strength is C/J = 2,
and the elements of the Jij matrix are random numbers uniformly taken
from the interval [−J,J]. Although the adiabatic transformation follows dif-
ferent quantum paths, at the end of the sweep an exact correspondence
between the lowest levels of the programmable architecture and the
original model of classical spins is achieved (dashed lines).
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1. INTRODUCTION
1.1. QUANTUM ADIABATIC OPTIMIZATION
Recently, there has been much interest in the possibility of using
adiabatic quantum optimization (AQO) to solve NP-complete
and NP-hard problems [1, 2] 1. This is due to the following
trick: suppose we have a quantum Hamiltonian HP whose ground
state encodes the solution to a problem of interest, and another
Hamiltonian H0, whose ground state is “easy” (both to find and
to prepare in an experimental setup). Then, if we prepare a quan-
tum system to be in the ground state of H0, and then adiabatically
change the Hamiltonian for a time T according to

H(t) =
(

1 − t

T

)
H0 + t

T
HP, (1)

then if T is large enough, and H0 and HP do not commute,
the quantum system will remain in the ground state for all
times, by the adiabatic theorem of quantum mechanics. At time
T, measuring the quantum state will return a solution of our
problem.

There has been debate about whether or not these algorithms
would actually be useful: i.e., whether an adiabatic quantum opti-
mizer would run any faster than classical algorithms [3–9], due to
the fact that if the problem has size N, one typically finds

T = O
[

exp
(
αNβ

)]
, (2)

in order for the system to remain in the ground state, for pos-
itive coefficients α and β, as N → ∞. This is a consequence of
the requirement that exponentially small energy gaps between
the ground state of H(t) and the first excited state, at some
intermediate time, not lead to Landau–Zener transitions into

1In this paper, when a generic statement is true for both NP-complete and
NP-hard problems, we will refer to these problems as NP problems. Formally
this can be misleading as P is contained in NP, but for ease of notation we will
simply write NP.

excited states [5] 2. While it is unlikely that NP-complete prob-
lems can be solved in polynomial time by AQO, the coeffi-
cients α, β may be smaller than known classical algorithms,
so there is still a possibility that an AQO algorithm may be
more efficient than classical algorithms, on some classes of
problems.

There has been substantial experimental progress toward
building a device capable of running such algorithms [11–13],
when the Hamiltonian HP may be written as the quantum ver-
sion of an Ising spin glass. A classical Ising model can be written
as a quadratic function of a set of N spins si = ± 1:

H (s1, . . . , sN) = −
∑

i < j

Jijsisj −
N∑

i = 1

hisi. (3)

The quantum version of this Hamiltonian is simply

HP = H
(
σz

1, . . . , σ
z
N

)
(4)

where σz
i is a Pauli matrix (a 2 × 2 matrix, whose cousin (1 +

σz
i )/2 has eigenvectors |0, 1⟩ with eigenvalues 0, 1) acting on the

ith qubit in a Hilbert space of N qubits {|+⟩, |−⟩}⊗N , and Jij and
hi are real numbers. We then choose H0 to consist of transverse
magnetic fields [11]:

H0 = −h0

N∑

i = 1

σx
i , (5)

so that the ground state of H0 is an equal superposition of all pos-
sible states in the eigenbasis of HP [equivalent to the eigenbasis
of the set of operators σz

i (i = 1, . . . , N)]. This means that one

2If one is only interested in approximate solutions (for example, finding a
state whose energy per site is optimal, in the thermodynamic (N → ∞) limit,
as opposed to finding the exact ground state), one expects T = O(Nγ) [5, 10].
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Figure 1. Markov dynamics of a quantum spin chain on the level of local tensors. a) shows the relationship between a density matrix ⇢ in
MPO representation (top) and the locally purified tensor network (bottom) with tensors Al, physical dimension d, bond dimension D0 and
Kraus dimension K. b) The action of a local channel T that exclusively acts on lattice site 2 on the level of the MPO and on the level of the
locally purified form. In the latter, the Kraus rank k2 of the quantum channel T is joined together with K. c) Compression schemes for the
bond and Kraus dimension of a local tensor via singular value decompositions (SVD). d) Locally purified evolution of a time step e⌧L for a
2-local Hamiltonian and on-site Lindbladians. Here we show only the 3 rightmost of the 5 Suzuki-Trotter layers from Eq. (4).

neighbouring lattice sites. We describe the variational mixed
state of the system as a tensor network representing the den-
sity matrix ⇢. But instead of expressing ⇢ directly as a MPO
[20, 38] we keep it expressed at every stage of our algorithm
in its locally purified form ⇢ = XX†, where the purification
operator X is a variational MPO:

[X]s1,...,sN
r1,...,rN

=
X

m1,...,mN�1

A[1]s1,r1
m1

A[2]s2,r2
m1,m2

. . . A[N ]sN ,rN
mN�1

. (2)

That is, we represent ⇢ as a locally purified tensor net-
work made of rank four tensors A[l] with physical dimen-
sion d, bond dimension D and Kraus dimension K (shown
in Fig. 1a). Our algorithm is now an extension of the Time
Evolving Block Decimation (TEBD) scheme [39], acting on
the level of the local tensor A[l] that also allows for dissipa-
tive channels, and never requires to contract, even partially,
the two tensor network layers (X and X†) together. Simi-
larly to TEBD, it involves splitting the propagator e⌧L for a
small time-step ⌧ into several Suzuki-Trotter layers of mutu-
ally commuting operations. To this end we consider the evo-
lution from time t to t+ ⌧ in Liouville-space

|⇢t+⌧ ii = e⌧L |⇢tii = e⌧(�iH⌦1+i1⌦H̄+D)
|⇢tii , (3)

where |Mii denotes the Liouville vector representation of a
matrix M and the operator D =

P
j
(Lj ⌦ L̄j � (L†

j
Lj ⌦ 1+

1 ⌦ LT

j
L̄j)/2) contains the dissipative part of the Lindblad

operator L. As usual, we define the operators He and Ho

by splitting the Hamiltonian H =
P

i
hi into two sums, one

containing the even interactions h2l,2l+1 and one containing
the odd interactions h2l+1,2(l+1), respectively. So both He

and Ho are each built on mutually commuting terms. If the
Lindblad generators Lj are now on-site (the case of two-site
Lindbladians is treated later on), we can approximate e⌧L via
a symmetric Suzuki-Trotter decomposition up to second order
in time as

e⌧L = e⌧Ho/2e⌧He/2e⌧De⌧He/2e⌧Ho/2 +O(⌧3) , (4)

partially shown in Fig. 1d, where H⌫ = �iH⌫ ⌦1+ i1⌦ H̄⌫

with ⌫ = o, e. Generalisations to higher orders can be con-
structed from the Baker-Campbell-Hausdorff formula. Note

that the layers He and Ho implement the coherent part of the
evolution and are identical to the usual TEBD layers. In fact,
by having ⇢t expressed as ⇢t = XtX

†

t
we see that by acting

as X 0 = e�i⌧Ho/2Xt we recover exactly |⇢0ii = e⌧Ho/2 |⇢tii
(and likewise for the even coherent layer He). Hence, on
the level of the local tensors A[l] we can just adapt the usual
TEBD algorithm for nearest neighbour Hamiltonians, to effi-
ciently perform the coherent part of the dynamics.

The dissipative layer, however, requires a more careful
treatment and we exploit the fact that since the generators Lj

act only on a single site, we find e⌧D =
N

l
e⌧Dl , with

Dl =
X

jl

✓
Ljl ⌦ L̄jl �

1

2
(L†

jl
Ljl ⌦ 1 + 1 ⌦ LT

jl
L̄jl)

◆
,(5)

where the sum runs over all generators Ljl which act on lattice
site l. Since e⌧Dl is completely positive, Choi’s theorem [40]
guarantees that we can find via diagonalisation a set of Kraus-
operators {Bl,q} satisfying e⌧Dl =

P
k

q=1 Bl,q ⌦ B̄l,q . The
action of e⌧Dl on the level of the local tensors is now given
by a contraction of Bl,q into A[l]

t
, while joining the variational

Kraus dimension K with the Kraus rank k of the quantum
channel, as shown in Fig. 1b (by construction k  d2). The
application of each Suzuki-Trotter layer increases only the di-
mension of a single leg of the local tensors A[l]: The bond
dimension D is increased by the coherent layers, the Kraus
dimension K by the dissipative layers. This allows for im-
mediate compression of the enlarged dimension via standard
tensor network tools (singular value decomposition and trun-
cation of the smallest values, see Fig. 1c), which keeps errors
under control, as discussed in the supplemental material (SM).

The algorithm yields an overall computational costs scal-
ing as O(d5D3K)+O(d5D2K2), by executing a clever con-
traction of the coherent terms. Moreover, the locally purified
tensor network makes good advantage of the tensor network
gauge transformations, e.g. by reducing costs for local mea-
surements. Finally, we were also able to provide an error es-
timator for the approximations included in the algorithm, cal-
culated from the truncated singular values arising from com-
pression (see the SM).

TENSOR NETWORK ALGORITHMS

Polynomial effort  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SU(2) LATTICE GAUGE THEORY

P. Silvi, E. Rico2 F.  Tschirsich1, M. Dalmonte, and SM, Quantum 1 (2017)
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Figure 1: Left: Phase diagram of the SU(2) lattice gauge model in quantum link formalism in the
parameters space matter-field coupling and matter filling (t, fM ). Two insulating phases (similar to
Mott phases in Hubbard models) appears at large coupling t and fM = 1, 2/3. Right: cartoon states
exhibiting the same local order as the insulating phases: The lattice alternates matter sites (square
red wells) where matter (red circles) live, and gauge sites (round green wells, split in left and right)
where rishons (green particles) live. A blue bond between two spin-1/2 particles represents a spin
singlet. Insulator A alternates doubly occupied matter sites and empty matter sites, while insulator
B exhibits bound states involving two adjacent matter sites (each singly occupied) and the quantum
link in between, followed by an empty matter site. Rishons not entangled with matter tend to form a
resonant singlet pair in the quantum link as represented in the bottom right panel.

tually commute [J [R](µ)
j,j+1 , J

[L](µÕ)
jÕ,jÕ+1] = 0.

Notice that, due to the fact that the fermionic
representation of the link operators Uj,j+1;s,sÕ

and J
[· ](µ)
j,j+1 are bilinear operators, there is a lo-

cal conservation of the total number of fermions
within a link [30, 31, 57, 41, 42, 15]. Hence,
we fix the total rishon population at every link
(Lj ,Rj+1), on which the e�ective many-body dy-
namics will indeed depend. From now on, we
set

1
n

[L]
j,ø + n

[L]
j,¿ + n

[R]
j+1,ø + n

[R]
j+1,¿

2
= 2 fermions

per link. Within this selection rule, every sin-
gle quantum link degree of freedom has e�ec-
tive dimension 6, and, as discussed in Ref. [31]
and reminded below, the microscopic model has
a SU(2) gauge symmetry.

The local or gauge symmetry allows us to
impose a SU(2)-equivalent Gauss’ law at every
site, which restricts the space os ’physical’ states
|�physÍ; in this case, the Gauss’ law translates
into the fact the total spin around every site j

must equal to a spin-0 (see Method’s subsection).

Model ≠ The Hamiltonian of model of in-
terest encodes the microscopical dynamics of a
Yang-Mills theory on a lattice, and is composed

by three terms

H = Hcoupl + Hfree + Hbreak. (1)

The link operators play the role of parallel trans-
porters, and appear in the coupling term between
gauge fields and matter, as [27]

Hcoupl = t

L≠1ÿ

j=1

ÿ

s,sÕ=ø,¿
c

[M ]†
j,s Uj,j+1;s,sÕc

[M ]
j+1,sÕ + h.c.,

(2)
where j œ {1..L≠1} and the spin s œ {ø, ¿}. The
second gauge invariant term in the Hamiltonian
describes the pure-gauge field free energy

Hfree = g
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is an additional, accidental, local conservation of
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link in between, followed by an empty matter site. Rishons not entangled with matter tend to form a
resonant singlet pair in the quantum link as represented in the bottom right panel.

tually commute [J [R](µ)
j,j+1 , J

[L](µÕ)
jÕ,jÕ+1] = 0.

Notice that, due to the fact that the fermionic
representation of the link operators Uj,j+1;s,sÕ

and J
[· ](µ)
j,j+1 are bilinear operators, there is a lo-

cal conservation of the total number of fermions
within a link [30, 31, 57, 41, 42, 15]. Hence,
we fix the total rishon population at every link
(Lj ,Rj+1), on which the e�ective many-body dy-
namics will indeed depend. From now on, we
set

1
n

[L]
j,ø + n

[L]
j,¿ + n

[R]
j+1,ø + n

[R]
j+1,¿

2
= 2 fermions

per link. Within this selection rule, every sin-
gle quantum link degree of freedom has e�ec-
tive dimension 6, and, as discussed in Ref. [31]
and reminded below, the microscopic model has
a SU(2) gauge symmetry.

The local or gauge symmetry allows us to
impose a SU(2)-equivalent Gauss’ law at every
site, which restricts the space os ’physical’ states
|�physÍ; in this case, the Gauss’ law translates
into the fact the total spin around every site j

must equal to a spin-0 (see Method’s subsection).

Model ≠ The Hamiltonian of model of in-
terest encodes the microscopical dynamics of a
Yang-Mills theory on a lattice, and is composed

by three terms

H = Hcoupl + Hfree + Hbreak. (1)

The link operators play the role of parallel trans-
porters, and appear in the coupling term between
gauge fields and matter, as [27]

Hcoupl = t

L≠1ÿ

j=1

ÿ

s,sÕ=ø,¿
c

[M ]†
j,s Uj,j+1;s,sÕc

[M ]
j+1,sÕ + h.c.,

(2)
where j œ {1..L≠1} and the spin s œ {ø, ¿}. The
second gauge invariant term in the Hamiltonian
describes the pure-gauge field free energy

Hfree = g
2
0
2

Lÿ

j=1

Ë
J̨

[R]
j≠1,j

È2
+

Ë
J̨

[L]
j,j+1

È2

= 2g
2
1

Lÿ

j=1

1
1 ≠ n

[L]
j,øn

[L]
j,¿ ≠ n

[R]
j+1,øn

[R]
j+1,¿

2
,

(3)

written in terms of the fermion occupation n
[· ]
j,s =

c
[· ]†
j,s c

[· ]
j,s, where g1 = g0


3/8. If the quantum dy-

namics is ruled only by Hfree and Hcoupl there
is an additional, accidental, local conservation of
the number of fermions

q
s=ø,¿ n

[R]
j,s + n

[M ]
j,s + n

[L]
j,s

3

fM

1

2
3

t
A
c t

B
c

t

meson BCS

simple metal

A

B

Insulator A: Charge density wave with k = fi

Insulator B: Charge density wave with k = 2fi/3

where = ≠

Figure 1: Left: Phase diagram of the SU(2) lattice gauge model in quantum link formalism in the
parameters space matter-field coupling and matter filling (t, fM ). Two insulating phases (similar to
Mott phases in Hubbard models) appears at large coupling t and fM = 1, 2/3. Right: cartoon states
exhibiting the same local order as the insulating phases: The lattice alternates matter sites (square
red wells) where matter (red circles) live, and gauge sites (round green wells, split in left and right)
where rishons (green particles) live. A blue bond between two spin-1/2 particles represents a spin
singlet. Insulator A alternates doubly occupied matter sites and empty matter sites, while insulator
B exhibits bound states involving two adjacent matter sites (each singly occupied) and the quantum
link in between, followed by an empty matter site. Rishons not entangled with matter tend to form a
resonant singlet pair in the quantum link as represented in the bottom right panel.

tually commute [J [R](µ)
j,j+1 , J

[L](µÕ)
jÕ,jÕ+1] = 0.

Notice that, due to the fact that the fermionic
representation of the link operators Uj,j+1;s,sÕ

and J
[· ](µ)
j,j+1 are bilinear operators, there is a lo-

cal conservation of the total number of fermions
within a link [30, 31, 57, 41, 42, 15]. Hence,
we fix the total rishon population at every link
(Lj ,Rj+1), on which the e�ective many-body dy-
namics will indeed depend. From now on, we
set

1
n

[L]
j,ø + n

[L]
j,¿ + n

[R]
j+1,ø + n

[R]
j+1,¿

2
= 2 fermions

per link. Within this selection rule, every sin-
gle quantum link degree of freedom has e�ec-
tive dimension 6, and, as discussed in Ref. [31]
and reminded below, the microscopic model has
a SU(2) gauge symmetry.

The local or gauge symmetry allows us to
impose a SU(2)-equivalent Gauss’ law at every
site, which restricts the space os ’physical’ states
|�physÍ; in this case, the Gauss’ law translates
into the fact the total spin around every site j

must equal to a spin-0 (see Method’s subsection).

Model ≠ The Hamiltonian of model of in-
terest encodes the microscopical dynamics of a
Yang-Mills theory on a lattice, and is composed

by three terms

H = Hcoupl + Hfree + Hbreak. (1)

The link operators play the role of parallel trans-
porters, and appear in the coupling term between
gauge fields and matter, as [27]

Hcoupl = t

L≠1ÿ

j=1

ÿ

s,sÕ=ø,¿
c

[M ]†
j,s Uj,j+1;s,sÕc

[M ]
j+1,sÕ + h.c.,

(2)
where j œ {1..L≠1} and the spin s œ {ø, ¿}. The
second gauge invariant term in the Hamiltonian
describes the pure-gauge field free energy

Hfree = g
2
0
2

Lÿ

j=1

Ë
J̨

[R]
j≠1,j

È2
+

Ë
J̨

[L]
j,j+1

È2

= 2g
2
1

Lÿ

j=1

1
1 ≠ n

[L]
j,øn

[L]
j,¿ ≠ n

[R]
j+1,øn

[R]
j+1,¿

2
,

(3)

written in terms of the fermion occupation n
[· ]
j,s =

c
[· ]†
j,s c

[· ]
j,s, where g1 = g0


3/8. If the quantum dy-

namics is ruled only by Hfree and Hcoupl there
is an additional, accidental, local conservation of
the number of fermions

q
s=ø,¿ n

[R]
j,s + n

[M ]
j,s + n

[L]
j,s

3

fM

1

2
3

t
A
c t

B
c

t

meson BCS

simple metal

A

B

Insulator A: Charge density wave with k = fi

Insulator B: Charge density wave with k = 2fi/3

where = ≠

Figure 1: Left: Phase diagram of the SU(2) lattice gauge model in quantum link formalism in the
parameters space matter-field coupling and matter filling (t, fM ). Two insulating phases (similar to
Mott phases in Hubbard models) appears at large coupling t and fM = 1, 2/3. Right: cartoon states
exhibiting the same local order as the insulating phases: The lattice alternates matter sites (square
red wells) where matter (red circles) live, and gauge sites (round green wells, split in left and right)
where rishons (green particles) live. A blue bond between two spin-1/2 particles represents a spin
singlet. Insulator A alternates doubly occupied matter sites and empty matter sites, while insulator
B exhibits bound states involving two adjacent matter sites (each singly occupied) and the quantum
link in between, followed by an empty matter site. Rishons not entangled with matter tend to form a
resonant singlet pair in the quantum link as represented in the bottom right panel.

tually commute [J [R](µ)
j,j+1 , J

[L](µÕ)
jÕ,jÕ+1] = 0.

Notice that, due to the fact that the fermionic
representation of the link operators Uj,j+1;s,sÕ

and J
[· ](µ)
j,j+1 are bilinear operators, there is a lo-

cal conservation of the total number of fermions
within a link [30, 31, 57, 41, 42, 15]. Hence,
we fix the total rishon population at every link
(Lj ,Rj+1), on which the e�ective many-body dy-
namics will indeed depend. From now on, we
set

1
n

[L]
j,ø + n

[L]
j,¿ + n

[R]
j+1,ø + n

[R]
j+1,¿

2
= 2 fermions

per link. Within this selection rule, every sin-
gle quantum link degree of freedom has e�ec-
tive dimension 6, and, as discussed in Ref. [31]
and reminded below, the microscopic model has
a SU(2) gauge symmetry.

The local or gauge symmetry allows us to
impose a SU(2)-equivalent Gauss’ law at every
site, which restricts the space os ’physical’ states
|�physÍ; in this case, the Gauss’ law translates
into the fact the total spin around every site j

must equal to a spin-0 (see Method’s subsection).

Model ≠ The Hamiltonian of model of in-
terest encodes the microscopical dynamics of a
Yang-Mills theory on a lattice, and is composed

by three terms

H = Hcoupl + Hfree + Hbreak. (1)

The link operators play the role of parallel trans-
porters, and appear in the coupling term between
gauge fields and matter, as [27]

Hcoupl = t

L≠1ÿ

j=1

ÿ

s,sÕ=ø,¿
c

[M ]†
j,s Uj,j+1;s,sÕc

[M ]
j+1,sÕ + h.c.,

(2)
where j œ {1..L≠1} and the spin s œ {ø, ¿}. The
second gauge invariant term in the Hamiltonian
describes the pure-gauge field free energy

Hfree = g
2
0
2

Lÿ

j=1

Ë
J̨

[R]
j≠1,j

È2
+

Ë
J̨

[L]
j,j+1

È2

= 2g
2
1

Lÿ

j=1

1
1 ≠ n

[L]
j,øn

[L]
j,¿ ≠ n

[R]
j+1,øn

[R]
j+1,¿

2
,

(3)

written in terms of the fermion occupation n
[· ]
j,s =

c
[· ]†
j,s c

[· ]
j,s, where g1 = g0


3/8. If the quantum dy-

namics is ruled only by Hfree and Hcoupl there
is an additional, accidental, local conservation of
the number of fermions

q
s=ø,¿ n

[R]
j,s + n

[M ]
j,s + n

[L]
j,s
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(a) Hierarchical Tucker (HT) or Tree Tensor
Network State (TTNS) with 3rd-order and 4th-
order cores

(b) Honey-Comb lattice for a 16th-order data tensor

(c) MERA for 8th-order tensor

Figure 13: Architectures of the fundamental TNs, which
can be considered as distributed models of the Tucker-N
models. Green nodes denote factor matrices, while blue
and red nodes denote cores.

same higher-order data tensor [56]–[58]. For in-
stance, tensor networks may consist of many cycles,
those can t be reduced or completely eliminated
in order to reduce computational complexity of

TABLE II: Similarities and links between tensor net-
works (TNs) and graphical models used in Machine
Learning (ML) and Statistics. The categories are not
exactly the same, but they closely correspond.

Tensor Networks Graphical Models in ML/Statistics

TT/MPS Hidden Markov Models (HMM)

HT/TTNS Gaussian Mixture Model (GMM)

TNS/PEPS Markov Random Field (MRF) and
Conditional Random Field (CRF)

MERA Deep Belief Networks (DBN)

DMRG and MALS Algs. Forward-Backward Algs., Block
Nonlinear Gauss-Seidel Methods

contraction of core tensors and to provide stability
of computation. Again, observe a strong link with
loop elimination in control theory, in addition ten-
sor networks having many cycles may not admit
stable algorithm. By changing the topology to a
tree structure (TT/HT models), we can often reduce
complexity of computation and improve stability of
algorithms.

Performing contraction of core tensors iteratively
for tree–structured tensor networks has usually a
much smaller complexity than tensor networks con-
taining many cycles. One could transform a specific
tensor network with cycles into a tree structure, per-
form stable computations3, with it and re-transform
it back to the original structure if necessary. Fur-
thermore, in the cases that we need to compare
or analyze a set of blocks of tensor data, it is
important that such tensors are represented by the
same or very similar structures to analyze link or
correlation between them or detect common cores
or hidden components. Performing such analysis
with differently structured tensor networks is in
general difficult or even impossible.

A Tensor network can be relatively easily trans-
formed from one form to another one via tensor
contractions, reshaping and basic matrix factoriza-
tions, typically using SVD [39], [40]. The basic
approach to modify tensor structure is to perform:
sequential core contractions, unfolding contracting
tensors into matrices, performing matrix factoriza-
tions (typically, SVD) and finally reshaping matrices
back to new core tensors. These principles are

3The TT decomposition is stable in the sense that the best
approximation of a data tensor with bounded TT-ranks always
exist and a quasi-optimal approximation can be computed by
a sequence of truncated SVDs of suitably reshaping matrices
of cores [39], [40].

5

Lat. size 512 256 512 256 256

SSIM 0.8311 0.8122 0.9014 0.8910 0,9400

MPS �trunc 2 2 3 3 4

DCR 17.97 19.60 7.64 7.93 3.82

JPEG Q 10 11 24 32 70

DCR 33.14 29.06 20.06 16.58 8.90

TABLE II: Data Compression Ratio comparison between
MPS compression and JPEG, at several fixed SSIM values.
JPEG DCR is obtained from resulting file size. MPS results
are for p=4 and n=4. The lateral size in pixels of the two
images used is indicated. JPEG performs 1,5-2,6 times better
than MPS compression without overhead.

FIG. 3: Comparison of the original 512x512 8-bit grayscale
image (upper-left) with images compressed with the MPS al-
gorithm (upper-right, DCR=17.97, SSIM=0.8311, and lower-
left, DCR=7.64, SSIM=0.9014) and JPEG (lower-right,
DCR=33.14, SSIM=0.8311). Note how the compression ar-
tifacts are characteristic of each algorithm, even though the
quality measure is the same.

pression algorithms. However, currently used compres-
sion methods perform significantly better than the algo-
rithm developed. Hence, it is not a competitive alterna-
tive yet.
This work has been limited to the optimization for cer-

tain chosen parameters, but extensive testing and opti-
mization can still lead to a more competitive result. Pa-
rameters n and p should be given higher values, which
would increase the amount of correlations involved and
thus allow greater compression. Dynamic truncation
of ↵ indices along the MPS tensor chain with a non-
constant, polynomially growing �trunc might also opti-
mize the storing of correlations.
It is found that quantization tables should be opti-

mized separately for each image to achieve maximum
performance. Di↵erent textures, size and compression
parameters lead to distinct tables. Unfortunately, this
demands a great computational time. A solution could
be the creation of general tables to cover many combina-
tions of reasonable parameters, ranges of sizes, and struc-
tural characteristics, without individual optimization.
Furthermore, the geometry of the correlation network

can be altered as well. The immediate first step is to
substitute open boundary conditions with periodic con-
ditions. This is achieved with the addition of common in-
dices to the first and last tensors. As a consequence, the
tensors are in a ring instead of in a chain, and additional
correlations are encoded between the finest and coarsest
levels. Similarly, further bonds between levels could be
considered to find more entangled representations of im-
ages. Families of TN other than MPS might be used for
this purpose. As it has been pointed in previous works
[7], the use of entangled states for the processing of struc-
tured pieces of information has strong advantages. Such
pieces of information can be images, but the applications
might be readily extended to other fields.
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Two states: “dead” or “alive”

Set of simple rules that generate 
complexity, self-organization

Universal Turing machine

Non unitary



QUANTUM GAME OF LIFE

Unitary
One dimensional 

Two possible states:  
“active only if surrounded by 2 or 3 alive sites”

D. Bleh et al.

Fig. 1: (Colour on-line) Example of the evolution of the GoL
described by Hamiltonian (1) for a simple initial configuration.
Empty (blue) squares are “dead” sites, coloured (red) ones are
“alive”.

become active again. This slight modification allows us to
recover the reversibility of the dynamics and to introduce
a quantum model that, as we shall see, reproduces most
of the interesting complex behaviour of the classical GoL
from the point of view of a classical observer. However, its
evolution is purely quantum and thus we are introducing a
tool that will allow to study the emergence of complexity
from the quantum world.

Model. – The Hamiltonian describing the aforemen-
tioned model is given by

H =
L−2∑

i=3

(bi+ b
†
i ) ·
(
N 3i +N 2i

)
, (1)

where L is the number of sites; b and b† are the usual
annihilation and creation operators (!= 1); the operators
N 2i =

∑
P nαnβn̄γ n̄δ and N 3i =

∑
P ′ nαnβnγ n̄δ (n= b

†b,
n̄= 1−n, the indices α,β, γ, δ label the four neighbouring
sites) count the population present in the four neighbour-
ing sites (the sum runs on every possible permutation P
and P ′ of the positions of the n and n̄ operators) and N 2
(N 3) gives the null operator if the population is differ-
ent from two (three), the identity otherwise. For classi-
cal states, as for example an initial random configuration
of dead and alive states, the Hamiltonian (1) is, at time
zero, HActive = bi+ b

†
i on the sites with two or three alive

neighbours and HHibernate = 0, otherwise. If the Hamil-
tonian remained constant, every active site would oscil-
late forever while the hibernated ones would stand still.
On the contrary, as soon as the evolution starts, the state
evolves into a superposition of possible classical configura-
tions, resulting in a complex dynamics as shown below and
the interaction between sites starts to play a role. Thus,
the Hamiltonian introduced in eq. (1) induces a quantum
dynamics that resembles the rules of the GoL: a site with
less than two or more than three alive neighbouring sites
“freezes” while, on the contrary, it “lives”. The difference
with the classical game —connected to the reversibility
of quantum dynamics— is that “living” means oscillat-
ing with a typical timescale between two possible classical
states (see, e.g., fig. 1).

Dynamics. – To study the quantum GoL dynamics
we employ the time-dependent Density Matrix Renor-
malization group (DMRG). Originally developed to

investigate condensed-matter systems, the DMRG and its
time-dependent extension have been proven to be a very
powerful method to numerically investigate many-body
quantum systems [9–12]. As it is possible to use it effi-
ciently only in one-dimensional systems, we concentrate
to the one-dimensional version of the Hamiltonian (1):
the operators N 2 and N 3 count the populated sites on
the nearest-neighbour and next-nearest-neighbour sites
and thus α= i− 2,β = i− 1, γ = i+1, δ = i+2. Note that
it has been shown that the main statistical properties
of the classical GoL are the same in both two- and
one-dimensional versions [6].
To describe the system dynamics we introduce different

quantities that characterise in some detail the system
evolution. We first concentrate on the population dynam-
ics, measuring the expectation values of the number
operator at every site ⟨ni(t)⟩. This clearly gives a picture
of the “alive” and “dead” sites as a function of time, as
it gives the probability of finding a site in a given state
when measured. That is, if we observe the system at some
final time Tf we will find dead or alive sites according to
these probabilities. In fig. 2 we show three typical evolu-
tions (leftmost pictures): configuration A corresponds
to a “blinker” where two couples of nearest-neighbour
sites oscillate regularly between dead and alive states
(a schematic representation of the resulting dynamics
of the discretised population Di(t) is reproduced also in
fig. 3); configuration B is a typical overcrowded scenario
where twenty-four “alive” sites disappear leaving behind
only some residual activity; finally a typical initial random
configuration (C) is shown. Notice that in all configura-
tions it is possible to identify the behaviour of the wave
function tails that propagate and generate interference
effects. These effects can be highlighted by computing the
visibility of the dynamics, the maximum variation of the
populations within subsequent generations, defined as

vi(t) = |max
t′
ni(t

′)−min
t′
ni(t

′)|; t′∈
[
t− T
2
; t+

T

2

]
; (2)

that is, the visibility at time t reports the maximum
variation of the population in the time interval of length
T centered around t. The visibility clearly follows the
preceding dynamics (see fig. 2, second column) and
identifies the presence of “activity” in every site.
To stress the connections and comparisons with the

original GoL we introduce a classical figure of merit
(shown in the third column of fig. 2): we report a
discretized version of the populations as a function of
time (Di(t) = 1 for ni(t)> 0.5 and Di(t) = 0 otherwise).
Notice that Di(t) gives the most probable configuration
of the system after a measurement on every site in the
basis {|0⟩, |1⟩} . Thus, we recover a “classical” view of the
quantum GoL with the usual definition of site status.
For example, configuration A is a “blinker” that changes
status at every generation (see figs. 2 and 3). More
complex configurations appear in the other two cases.
The introduction of the discretized populations Di can
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Quantum Game of Life

Fig. 2: (Colour on-line) From left to right: Countour plot of the time evolution of the populations ⟨ni(t)⟩ (column 1),
visibility vi(t) (column 2), discretized populations Di(t) (column 3) and clustering C(ℓ, t) (column 4) for three different initial
configurations: four alive sites separated by two dead ones (A), twenty-four alive sites grouped together (B) and a random initial
configuration (C). Time is reported on the x-axis (in arbitrary units), and position (cluster size) i= 1, . . . , L on the y-axis in
columns one to three (four). Arrows in panel 3A highlight the three subsequent generations of a “blinker” reported schematically
in fig. 3. The colour code goes from zero to M = 1 (M = 4 for the clustering and to M = .1 for the visibility), from blue through
green to red.

Fig. 3: (Colour on-line) Schematic representation of a one-
dimensional time evolution of the discretized population Di(t)
of a “blinker” (case A of fig. 2). From left to right the states
of subsequent generations are sketched. Empty (blue) squares
are “dead” sites, coloured (red) ones are “alive”.

also be viewed as a new definition of “alive” and “dead”
sites from which we could have started from the very
beginning to introduce a stochastic component as done
in [8]. This quantity allows analysis to be performed
as usually done on the classical GoL and to stress the

similarities between the quantum and the classical GoL.
Following the literature to quantify such complexity, we
compute the clustering function C(ℓ, t) that gives the
number of clusters of neighbouring “alive” sites of size ℓ as
a function of time [6]. For example, the function C(ℓ, t) for
a uniform distribution of “alive” sites would be simply
C(L) = 1 and zero otherwise, while a random pattern
would result in a random cluster function. This function
characterises the complexity of the evolving patterns, e.g.
it is oscillating between zero- and two-size clusters for the
initial condition A, while it is much more complex for the
random configuration C (see fig. 2, rightmost column).

Statistics. – To characterise the statistical properties
of the quantum GoL we study the time evolution of
different initial random configurations as a function of
the initial density of alive sites. We concentrate on two

20012-p3
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Fig. 1: (Colour on-line) Example of the evolution of the GoL
described by Hamiltonian (1) for a simple initial configuration.
Empty (blue) squares are “dead” sites, coloured (red) ones are
“alive”.

become active again. This slight modification allows us to
recover the reversibility of the dynamics and to introduce
a quantum model that, as we shall see, reproduces most
of the interesting complex behaviour of the classical GoL
from the point of view of a classical observer. However, its
evolution is purely quantum and thus we are introducing a
tool that will allow to study the emergence of complexity
from the quantum world.

Model. – The Hamiltonian describing the aforemen-
tioned model is given by

H =
L−2∑

i=3

(bi+ b
†
i ) ·
(
N 3i +N 2i

)
, (1)

where L is the number of sites; b and b† are the usual
annihilation and creation operators (!= 1); the operators
N 2i =

∑
P nαnβn̄γ n̄δ and N 3i =

∑
P ′ nαnβnγ n̄δ (n= b

†b,
n̄= 1−n, the indices α,β, γ, δ label the four neighbouring
sites) count the population present in the four neighbour-
ing sites (the sum runs on every possible permutation P
and P ′ of the positions of the n and n̄ operators) and N 2
(N 3) gives the null operator if the population is differ-
ent from two (three), the identity otherwise. For classi-
cal states, as for example an initial random configuration
of dead and alive states, the Hamiltonian (1) is, at time
zero, HActive = bi+ b

†
i on the sites with two or three alive

neighbours and HHibernate = 0, otherwise. If the Hamil-
tonian remained constant, every active site would oscil-
late forever while the hibernated ones would stand still.
On the contrary, as soon as the evolution starts, the state
evolves into a superposition of possible classical configura-
tions, resulting in a complex dynamics as shown below and
the interaction between sites starts to play a role. Thus,
the Hamiltonian introduced in eq. (1) induces a quantum
dynamics that resembles the rules of the GoL: a site with
less than two or more than three alive neighbouring sites
“freezes” while, on the contrary, it “lives”. The difference
with the classical game —connected to the reversibility
of quantum dynamics— is that “living” means oscillat-
ing with a typical timescale between two possible classical
states (see, e.g., fig. 1).

Dynamics. – To study the quantum GoL dynamics
we employ the time-dependent Density Matrix Renor-
malization group (DMRG). Originally developed to

investigate condensed-matter systems, the DMRG and its
time-dependent extension have been proven to be a very
powerful method to numerically investigate many-body
quantum systems [9–12]. As it is possible to use it effi-
ciently only in one-dimensional systems, we concentrate
to the one-dimensional version of the Hamiltonian (1):
the operators N 2 and N 3 count the populated sites on
the nearest-neighbour and next-nearest-neighbour sites
and thus α= i− 2,β = i− 1, γ = i+1, δ = i+2. Note that
it has been shown that the main statistical properties
of the classical GoL are the same in both two- and
one-dimensional versions [6].
To describe the system dynamics we introduce different

quantities that characterise in some detail the system
evolution. We first concentrate on the population dynam-
ics, measuring the expectation values of the number
operator at every site ⟨ni(t)⟩. This clearly gives a picture
of the “alive” and “dead” sites as a function of time, as
it gives the probability of finding a site in a given state
when measured. That is, if we observe the system at some
final time Tf we will find dead or alive sites according to
these probabilities. In fig. 2 we show three typical evolu-
tions (leftmost pictures): configuration A corresponds
to a “blinker” where two couples of nearest-neighbour
sites oscillate regularly between dead and alive states
(a schematic representation of the resulting dynamics
of the discretised population Di(t) is reproduced also in
fig. 3); configuration B is a typical overcrowded scenario
where twenty-four “alive” sites disappear leaving behind
only some residual activity; finally a typical initial random
configuration (C) is shown. Notice that in all configura-
tions it is possible to identify the behaviour of the wave
function tails that propagate and generate interference
effects. These effects can be highlighted by computing the
visibility of the dynamics, the maximum variation of the
populations within subsequent generations, defined as

vi(t) = |max
t′
ni(t

′)−min
t′
ni(t

′)|; t′∈
[
t− T
2
; t+

T

2

]
; (2)

that is, the visibility at time t reports the maximum
variation of the population in the time interval of length
T centered around t. The visibility clearly follows the
preceding dynamics (see fig. 2, second column) and
identifies the presence of “activity” in every site.
To stress the connections and comparisons with the

original GoL we introduce a classical figure of merit
(shown in the third column of fig. 2): we report a
discretized version of the populations as a function of
time (Di(t) = 1 for ni(t)> 0.5 and Di(t) = 0 otherwise).
Notice that Di(t) gives the most probable configuration
of the system after a measurement on every site in the
basis {|0⟩, |1⟩} . Thus, we recover a “classical” view of the
quantum GoL with the usual definition of site status.
For example, configuration A is a “blinker” that changes
status at every generation (see figs. 2 and 3). More
complex configurations appear in the other two cases.
The introduction of the discretized populations Di can
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Fig. 1: (Colour on-line) Example of the evolution of the GoL
described by Hamiltonian (1) for a simple initial configuration.
Empty (blue) squares are “dead” sites, coloured (red) ones are
“alive”.

become active again. This slight modification allows us to
recover the reversibility of the dynamics and to introduce
a quantum model that, as we shall see, reproduces most
of the interesting complex behaviour of the classical GoL
from the point of view of a classical observer. However, its
evolution is purely quantum and thus we are introducing a
tool that will allow to study the emergence of complexity
from the quantum world.

Model. – The Hamiltonian describing the aforemen-
tioned model is given by

H =
L−2∑

i=3

(bi+ b
†
i ) ·
(
N 3i +N 2i

)
, (1)

where L is the number of sites; b and b† are the usual
annihilation and creation operators (!= 1); the operators
N 2i =

∑
P nαnβn̄γ n̄δ and N 3i =

∑
P ′ nαnβnγ n̄δ (n= b

†b,
n̄= 1−n, the indices α,β, γ, δ label the four neighbouring
sites) count the population present in the four neighbour-
ing sites (the sum runs on every possible permutation P
and P ′ of the positions of the n and n̄ operators) and N 2
(N 3) gives the null operator if the population is differ-
ent from two (three), the identity otherwise. For classi-
cal states, as for example an initial random configuration
of dead and alive states, the Hamiltonian (1) is, at time
zero, HActive = bi+ b

†
i on the sites with two or three alive

neighbours and HHibernate = 0, otherwise. If the Hamil-
tonian remained constant, every active site would oscil-
late forever while the hibernated ones would stand still.
On the contrary, as soon as the evolution starts, the state
evolves into a superposition of possible classical configura-
tions, resulting in a complex dynamics as shown below and
the interaction between sites starts to play a role. Thus,
the Hamiltonian introduced in eq. (1) induces a quantum
dynamics that resembles the rules of the GoL: a site with
less than two or more than three alive neighbouring sites
“freezes” while, on the contrary, it “lives”. The difference
with the classical game —connected to the reversibility
of quantum dynamics— is that “living” means oscillat-
ing with a typical timescale between two possible classical
states (see, e.g., fig. 1).

Dynamics. – To study the quantum GoL dynamics
we employ the time-dependent Density Matrix Renor-
malization group (DMRG). Originally developed to

investigate condensed-matter systems, the DMRG and its
time-dependent extension have been proven to be a very
powerful method to numerically investigate many-body
quantum systems [9–12]. As it is possible to use it effi-
ciently only in one-dimensional systems, we concentrate
to the one-dimensional version of the Hamiltonian (1):
the operators N 2 and N 3 count the populated sites on
the nearest-neighbour and next-nearest-neighbour sites
and thus α= i− 2,β = i− 1, γ = i+1, δ = i+2. Note that
it has been shown that the main statistical properties
of the classical GoL are the same in both two- and
one-dimensional versions [6].
To describe the system dynamics we introduce different

quantities that characterise in some detail the system
evolution. We first concentrate on the population dynam-
ics, measuring the expectation values of the number
operator at every site ⟨ni(t)⟩. This clearly gives a picture
of the “alive” and “dead” sites as a function of time, as
it gives the probability of finding a site in a given state
when measured. That is, if we observe the system at some
final time Tf we will find dead or alive sites according to
these probabilities. In fig. 2 we show three typical evolu-
tions (leftmost pictures): configuration A corresponds
to a “blinker” where two couples of nearest-neighbour
sites oscillate regularly between dead and alive states
(a schematic representation of the resulting dynamics
of the discretised population Di(t) is reproduced also in
fig. 3); configuration B is a typical overcrowded scenario
where twenty-four “alive” sites disappear leaving behind
only some residual activity; finally a typical initial random
configuration (C) is shown. Notice that in all configura-
tions it is possible to identify the behaviour of the wave
function tails that propagate and generate interference
effects. These effects can be highlighted by computing the
visibility of the dynamics, the maximum variation of the
populations within subsequent generations, defined as

vi(t) = |max
t′
ni(t

′)−min
t′
ni(t

′)|; t′∈
[
t− T
2
; t+

T

2

]
; (2)

that is, the visibility at time t reports the maximum
variation of the population in the time interval of length
T centered around t. The visibility clearly follows the
preceding dynamics (see fig. 2, second column) and
identifies the presence of “activity” in every site.
To stress the connections and comparisons with the

original GoL we introduce a classical figure of merit
(shown in the third column of fig. 2): we report a
discretized version of the populations as a function of
time (Di(t) = 1 for ni(t)> 0.5 and Di(t) = 0 otherwise).
Notice that Di(t) gives the most probable configuration
of the system after a measurement on every site in the
basis {|0⟩, |1⟩} . Thus, we recover a “classical” view of the
quantum GoL with the usual definition of site status.
For example, configuration A is a “blinker” that changes
status at every generation (see figs. 2 and 3). More
complex configurations appear in the other two cases.
The introduction of the discretized populations Di can
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Quantum Game of Life

Fig. 2: (Colour on-line) From left to right: Countour plot of the time evolution of the populations ⟨ni(t)⟩ (column 1),
visibility vi(t) (column 2), discretized populations Di(t) (column 3) and clustering C(ℓ, t) (column 4) for three different initial
configurations: four alive sites separated by two dead ones (A), twenty-four alive sites grouped together (B) and a random initial
configuration (C). Time is reported on the x-axis (in arbitrary units), and position (cluster size) i= 1, . . . , L on the y-axis in
columns one to three (four). Arrows in panel 3A highlight the three subsequent generations of a “blinker” reported schematically
in fig. 3. The colour code goes from zero to M = 1 (M = 4 for the clustering and to M = .1 for the visibility), from blue through
green to red.

Fig. 3: (Colour on-line) Schematic representation of a one-
dimensional time evolution of the discretized population Di(t)
of a “blinker” (case A of fig. 2). From left to right the states
of subsequent generations are sketched. Empty (blue) squares
are “dead” sites, coloured (red) ones are “alive”.

also be viewed as a new definition of “alive” and “dead”
sites from which we could have started from the very
beginning to introduce a stochastic component as done
in [8]. This quantity allows analysis to be performed
as usually done on the classical GoL and to stress the

similarities between the quantum and the classical GoL.
Following the literature to quantify such complexity, we
compute the clustering function C(ℓ, t) that gives the
number of clusters of neighbouring “alive” sites of size ℓ as
a function of time [6]. For example, the function C(ℓ, t) for
a uniform distribution of “alive” sites would be simply
C(L) = 1 and zero otherwise, while a random pattern
would result in a random cluster function. This function
characterises the complexity of the evolving patterns, e.g.
it is oscillating between zero- and two-size clusters for the
initial condition A, while it is much more complex for the
random configuration C (see fig. 2, rightmost column).

Statistics. – To characterise the statistical properties
of the quantum GoL we study the time evolution of
different initial random configurations as a function of
the initial density of alive sites. We concentrate on two
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Few-body: standard optimal control  
(high-accuracy, many iterations, complete knowledge…)
Many-body: dCRAB 
(high-efficiency, few iterations, minimal knowledge…)
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other words, an optimal set of coe�cients ci has to be
found. This can be done by standard tools: usually by
the Nelder-Mead simplex algorithm [17] that does not
rely on gradients. A standard choice for the basis func-
tions are trigonometric functions, often multiplied by a
shape function 1/�(t) that fixes the pulse to 0 at the
edges.

A possible disadvantage of CRAB is the limited band-
width of the pulse or more in general the limited dimen-
sion Df of the search space or function space which ba-
sically scales with the number of coe�cients N (N < Df

since the randomization of the basis e↵ectively allows
to engineer a di↵erent N -dimensional function space for
each instance of N random frequencies). However, recent
e↵orts [18] show that the number of frequencies N needed
to accomplish a control task in a system space of dimen-
sion Ds up to an error " scales polynomially with the di-
mension of the set of time-polynomially reachable states
Dr < Ds. Since only certain time dynamics (given by
the control path) can be e�ciently simulated (e.g. simu-
lating many-body systems by matrix product states) the
real set of reachable states is still smaller then dimen-
sion Dr. It follows that for a many-body system with
L sites that can be e�ciently simulated by matrix prod-
uct states, all time-polynomially reachable states can be
reached with a number NL of CRAB coe�cients that
scales polynomially with the lattice size L.

A. dCRAB

Due to the restriction of the search basis to NC dimen-
sions given by the CRAB expansion, equation (1) the al-
gorithm might converge to a non-optimal fix point. To
overcome this problem we start a new CRAB optimiza-
tion from this fix point with a new random basis and new
coe�cients. We do this in an iterative way so that in the
j-th super-iteration we optimize the coe�cients cj

i
of

f
j(t) = f

j�1(t) +
NCX

i=1

c
j

i
f
j

i
(t) , (2)

where f
j

i
(t) are randomly chosen to be sine or cosine

functions with random frequencies out of some inter-
vall [0,!max]. So in each super-iteration the old pulse is
dressed with new search directions and we call this pro-
cedure dressed Chopped Random Basis (dCRAB) [16]
algorithm.

In the following section we give a theoretical explana-
tion why this is a substantial improvement of the algo-
rithm by analyzing how it influences the control land-
scape.

III. CONTROL LANDSCAPES AND CRAB

In this section we review the theory on control land-
scapes [1, 2] and how they can explain convergence or

1

|⇣i

F (| (T )i)

| (T )i

1

f1 f2

J(f)

f

Uf1(T )|⇠i = Uf2(T )|⇠i = |⇣i

FIG. 1. Schematic view on the control landscape J(f) =
F (| (T )i). While F has a clear maximum at |⇣i (left), this
state can be reached by di↵erent control functions f1 and f2
corresponding to multiple maxima in the landscape J (right).

trapping of the algorithm. Especially we want to focus
on why CRAB can be trapped in cases where gradient
methods as well as dCRAB cannot be trapped. For a con-
trol problem with control f the control landscape [1, 2]
is the function J(f) with

J(f) = F (| (T )i) (3)

where | (T )i is the final state resulting from time evolu-
tion with the given control f and F is the fidelity of the
process. In other words, the control landscape is the de-
pendency of the fidelity on the control field. In our case
the fidelity will be the state overlap of the final state with
a given target state

F (| (T )i) = |h⇣| (T )i|2 , (4)

and the time evolution is given by the Schrödinger equa-
tion

i
@

@t
| (t)i = (H0 + f(t)H1) | (t)i

| (0)i = |⇠i . (5)

The two di↵erent ways to look at the control landscape
are depicted in figure 1. As mentioned, for convenience
we limit the analysis to a state to state transfer, but the
same arguments apply also for other scenarios like gate
optimization and expectation value optimization. Opti-
mization usually leads to so-called critical points of the
landscape, that is the ones fulfilling the condition

�J = hrF ( (T ))|� (T )i = 0 8 �f , (6)

i.e. a vanishing variation of the functional J for a vari-
ation of the control f . By the chain rule this variation
consists of two parts: the gradient of the fidelity as a
function of the final state, and the variation of the fi-
nal state as a result of the variation of the control. The
first part is well understood and for all common choices
of the fidelity a vanishing gradient rF ( (T )) = 0 cor-
responds to the global maximum, global minimum or a
saddle point [1, 2, 6], more specifically in our case there

min
f(t)

J(| (T )i)

P. Doria, T. Calarco, SM  PRL (2011)
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quantum random walks (Mohseni et al., 2008). In contrast to
classical random walks, which we also know from the
Brownian motion, the position of the quantum “walker”
would not be a single random position but rather a superpo-
sition of positions.

The incorporation of interference effects in the theoreti-
cal reasoning led to further considerations concerning the
possible role of the protein environment (Rebentrost et al.,
2009; Olaya-Castro et al., 2008), since a close look at wave
physics reveals that coherence can be both beneficial and a
hindrance if the aim is to optimize the speed of transport. On
the one hand, the simultaneous wavelike sampling of many
parallel paths could possibly result in finding a faster way to
the final goal. But on the other hand the presence of an
irregular lattice of scattering centers (static disorder) may ac-
tually suppress wave transport because of destructive inter-
ference. This phenomenon, well known in solid state physics,
is called Anderson localization (Anderson, 1958). In that
case, thermal fluctuations of the protein environment might
therefore be crucial and help to avoid localization and thus
assist in the excitation transfer (Caruso et al., 2009). The
importance of protein dynamics in eliminating Anderson lo-
calization was actually already discussed in an earlier paper
by Balabin and Onuchic (2000), where multiple quantum
pathways and interference were proposed for the electron

transfer after the reduction in the special pair—instead of the
excitation transfer towards the special pair that is discussed
here.

The role of interference in transport phenomena can also
be visualized by recalling the analogy to an optical Mach–
Zehnder interferometer [as shown in Fig. 1(d)]: depending
on the setting of phases, wave interference can guide all ex-
citations to either one of the two exits. Quantum coherence
may then be the best way to channel the interfering quanta
to the desired output. But if the wave phases happened to
be initially set to destructive interference, quantum co-
herence would be a severe handicap. In this case, even ran-
dom dephasing processes would help optimize the transport
efficiency.

External perturbations may also be important for ener-
getic reasons: the electronic excitations have to be trans-
ferred between complexes of different energies. If the
molecular states were too well-defined, the lacking energy
overlap would reduce the transfer rate. External perturba-
tions may broaden the transition bands and thus increase the
coupling between neighboring molecules.

Recent experiments by Collini and Scholes (2009), how-
ever, hint also at another possible role of the protein environ-
ment. In their experiments they could show that coherent
electronic excitation transfer along conjugated polymer
chains occurs even at room temperature. These long-lasting
coherences (200 fs) could only be observed in intrachain but
not in interchain electronic excitation transfers.

All of the models described above bear in common that
they rely on quantum coherence and decoherence and that
they may be robust even under ambient environmental con-
ditions over short time scales. It is thus the fine interplay of
coherent exciton transfer, decoherence, and dephasing that
yields the best results and which seems to reign one of the
most important reactions in nature.

Conformational quantum superpositions
in biomolecules
Since atoms can exist in a superposition of position states,
this may also lead to a superposition of conformational states
in molecules. A tunneling-induced superposition of confor-
mation states is conceivable. It becomes, however, highly im-
probable when many atoms have to be shifted over large dis-
tances and across high potential wells during the state
change.

Photoisomerization is another way of inducing structural
state changes in molecules—now using photon exchange, in-
stead of tunneling. This opens the possibility to connect even
energetically separated states. The photo-induced all-trans-
13-cis transition of retinal is a famous example where a
single photon can cause a sizeable conformation change. But
much of the subsequent atom rearrangement occurs in in-
teractions with the thermal environment (Gai et al., 1998).
In spite of that, it was possible to gain coherent quantum
control in this process. Applying pulse-shaped femtosecond

Figure 4. The FMO complex is composed of three protein-
pigment structures. Each of them contains seven bacteriochlo-
rophyll-a molecules !Blankenship, 2002". Electronic excitation
transfer from the FMO complex to the reaction center is a key pro-
cess in the light-harvesting of green photosynthetic bacteria. Two-
dimensional Fourier transform spectroscopy !Engel et al., 2007" was
able to document long-lived excitonic coherences across neighbor-
ing molecules in this structure !picture credits: Tronrud et al., 2009".
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Entanglement Storage Units

Tommaso Caneva1, Tommaso Calarco1, and Simone Montangero1
1Institut für Quanteninformationsverarbeitung, Universität Ulm, D-89069 Ulm, Germany

(Dated: August 17, 2011)

We introduce a protocol to drive many body quantum systems into long-lived entangled states,
protected from decoherence by big energy gaps. With this approach it is possible to implement
scalable entanglement-storage units. We test the protocol in the Lipkin-Meshkov-Glick model, a
prototype many-body quantum system that describes different experimental setups.

PACS numbers:

Entanglement represents the manifestation of correla-
tions without a classical counterpart and it is regarded as
the necessary ingredient at the basis of the power of quan-
tum information processing. Indeed quantum informa-
tion applications as teleportation, quantum criptography
or quantum computers rely on entanglement as a crucial
resource [1]. Within the current state-of-art, promising
candidates for truly scalable quantum information pro-
cessors are considered architectures that interface hard-
ware components playing different roles like for exam-
ple solid-state systems as stationary qubits combined in
hybrid architectures with optical devices [3]. In this sce-
nario, the stationary qubits are a collection of engineered
qubits with desired properties, as decoupled as possible
from one another to prevent errors. However, this archi-
tecture is somehow unfavorable to the creation and the
conservation of entanglement. Indeed, it would be desir-
able to have a hardware where “naturally” entanglement
is present and that can be prepared in a highly entan-
gled state that persists without any external control: the
closest quantum entanglement analogue of a classical in-
formation memory support, i.e. an entanglement-storage
unit (ESU). Such hardware once prepared can be used
at later times (alone or with duplicates) – once the de-
sired kind of entanglement has been distilled – to perform
quantum information protocols [1].

The biggest challenge in the development of an ESU is
entanglement frailty: it is strongly affected by the detri-
mental presence of decoherence [1]. Furthermore the
search for a proper system to build an ESU is under-
mined by the increasing complexity of quantum systems
with a growing number of components, which makes en-
tanglement more frail, more difficult to characterize, to
create and to control [2]. Moreover, given a many body
quantum system, the search for a state with the desired
properties might be very difficult. Indeed, a direct and
comprehensive study of a many body quantum system
is an exponentially hard task in the system size. Nev-
ertheless, in many-body quantum systems entanglement
naturally arises: for example –when undergoing a quan-
tum phase transition – in proximity of a critical point the
amount of entanglement possessed by the ground state
scales with the size [2, 4]. Unfortunately, due to the clo-
sure of the energy gap at the critical point, the ground
state is an extremely frail state: even very little pertur-
bations might destroy it, inducing excitations towards

FIG. 1: (Color online) Entanglement Storage Units protocol:
a system is initially in a reference state |ψ(−T )⟩, e.g. the
ground state, and is optimally driven via a control field Γ(t)
in an entangled eigenstate |ψ(0)⟩, protected from decoherence
by an energy gap.

other states. Very recently, the entanglement properties
of the eigenstates of many-body Hamiltonians have been
investigated, and it has been shown that in some cases
they are characterized by entanglement growing with the
system size [5, 13].

In this letter we show that by means of recently devel-
oped optimal control technique [7] it is possible to iden-
tify and prepare a many body quantum system in robust,
long-lived entangled states (ESU states). More impor-
tantly, we drive the system towards ESU states without
the need of any apriori information on the system, either
about the eigenstates or about the energy spectrum. Fi-
nally, we show that properly prepared systems can be ef-
fectively used as ESU exploiting the fact that ESU states
are well protected by large energy gaps.

Recently, optimal control has been used to drive quan-
tum systems in entangled states or to improve the gen-
eration of entanglement [6]. However, here we have in
mind a different scenario: to exploit the control to steer
a system into a highly entangled state that is stable and
robust even after switching off the control (see Fig. 1). In
the following we show that ESU states are gap-protected
entangled eigenstates of the system Hamiltonian in the
absence of the control. Here we show that for an ex-
perimentally relevant model this is indeed possible, and
that it is possible to drive the system in gap-protected
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This is a very nice picture with few defects after the optimized ramp. 

Post selection 
Here describe the basics about our post selection process on an example image. For 
each repetition of our sequence we get a reconstructed occupancy matrix. In the 
picture, shown on the left, you can see the lattice sites indicated in blue and the 
reconstructed occupied latticed marked with a red dot. The cloud of atoms is fitted 
with an ellipse (blue line). The green points mark lattice sites which are inside this 
ellipse, including small rounding effects. 

We usually concentrate on the central region (grey shaded). The length of the tube is 
defined by the number of site inside the fitted ellipse, shown on  the  left.  This  doesn’t  
have to the same as the distance between the first and the last (shown on the right). 
The transvers could diameter is the maximum of the ellipse, transvers to the 
considered tubes. 

Tube A: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 17 
Holes: 0 
Tube B: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 15 
Holes: 2 
Tube C: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 15 
Holes: 2 
 

Note that the tube between B&C has length of 16 but a distance between first and last 
atom of 19. It has 4 holes inside the ellipse and one more outside.  
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FIG. 2: (left) The trajectory of the spin magnetization (blue
curve) during the application of the CRAB ⇡ pulse. The
initials state is ms = 0 (red dashed arrow) and the target
state is ms = �1 (red solid arrow). The points have been
calculated using the Schrödinger equation. (right) After the
CRAB ⇡/2 the spin magnetization lays in the xy plane of the
lab frame, parallel to the x axis. Then it rotates around the
z with an angular velocity !L (Larmor frequency), acquiring
a phase � = ei!Lt.

surement can be performed only after some time tevol =
100 ns. During this time the spin rotates in the xy plane
in the lab frame and acquires a phase ' = e�i!Ltevol (see
figure 2, right). The density matrix after tevol is then:

⇢⇡/2theory =

✓
0.5 0.06� 0.5i

0.06 + 0.5i 0.5

◆

From the tomography we obtain:

⇢⇡/2exp =

✓
0.43 0.08� 0.43i

0.08 + 0.43i 0.58

◆

The expected fidelities of the CRAB pulses are F⇡
theory =

99.86 % and F⇡/2
exp = 95.45 %, whilst from the experiment

we obtain F⇡
exp = 99.3± 2.2 % and F⇡/2

exp = 95.9± 3.7 %.
All these values are calculated using eq. 2 with respect
to the corresponding target state. We find an excellent
agreement betweeen the theoretical prediction and the
experimental result. The discrepancy between the two
can be explained by deviation from the ideal pulse shape
due to the limited bandwidth of the MW amplifier.
The pulses we have developed in this study are important
not only for quantum information processing, but also for
most of the pulsed Nuclear Magnetic Resonance (NMR)
and Electron Spin Resonance (ESR). Although they were
not specifically developed as gates, but just to transfer
the spin from |ms = 0i to some desired state. Neverthe-
less they are very robust and can be used for magnetic
resonance as we show below. One of the most important
NMR (and ESR) pulse sequence consists of a single ⇡/2
pulse, where the spin magnetization is rotated from the
z-axis to the xy plane in the rotating frame. The spins
then precess and can be detected by the NMR detector
resulting in the Free Induction Decay (FID). The Fourier

transform of the latter provides the spectrum of the sam-
ple ([17], [18]). Since we drive the electron spin very fast
(⌦ = !L), we can performed this experiment both in the
lab and in the rotating frame.

FIG. 3: Free Induction Decays - experimental data. (top) FID
measured by using two CRAB ⇡/2 pulses. The inset shows the
first 160 ns of the signal (markers) and a the calculated fidelity
with respect the |0i state. (bottom) FID measured by using
a CRAB ⇡/2 pulse and a low power pulse with fixed phase
(blue curve) and increased phase (markers) for each point
(see text for more details). The lower frequency component
(⌫ ⇠ 1 MHz) is probably due to coupling to a distant 13C
nuclear spin.

All sequences begin with a laser pulse. In the first ex-
periment (figure 3 top) we start with a CRAB ⇡/2, which
rotates the spin magnetization around the x axis of the
lab frame. After a free evolution time ⌧ we apply an-
other CRAB ⇡/2 pulse to rotate the spin back to the z
axis and we then read out optically the spin state. The
signal oscillates with the Larmor Frequency !L (see also
figure 2, right). The next experiments are the same, but
the second pulse has much lower amplitude and the sys-
tem is e↵ectively in the rotating frame. If the phase of
the MW is � = 0, the phase acquired during the free evo-
lution period ⌧ increases and the signal again oscillates
with !L (figure 3 bottom, blue curve). However, if the
phase of the second pulse is � = ei!Lt, than the phase in-
crement is compensated and it ”follows” the spin in the
xy plane. In this case the observed FID (figure 3 bot-
tom, black markers) is identical with the one measured
in the rotating frame. Thus we can on demand ”switch”
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a) b)

c)

d) Quantum Moves

e) The Alice Challenge

tunnelling strategyshovelling strategy

WWW
RedCRAB

Alice Control

Image analysis
Alice Challenge

Experiment

Figure 1. The topological concepts explored and the three remote-science investigations. a) Simple illustration of a non-trivial
optimization landscape for two parameters denoted a and b demonstrating a topological feature that can complicate search in
higher dimensions. Search only along an orthogonal set of directions, depicted by the red lines, may imply local optimality. To
escape such a local trap, new search directions, or linear combinations of existing ones, have to be introduced which might enable
one to find a bridge (blue, dashed line) leading to the global optimum of the landscape. If such a bridge is narrow and exists only
along a specific direction it becomes increasingly di�cult to identify with growing dimensionality of the optimization problem.
b) Illustration of the concept of the superlandscape. Whereas the underlying optimization landscape consists of densely lying
local optima, the superlandscape is defined as the smooth envelope function spanned on top of them. The two orange paths
visualize the optimization with the GOLSS scheme by moving along the local optima of the underlying landscape towards an
extremum in the superlandscape (for more details, see text). c) Remote scheme for RedCRAB and the Alice Challenge. The
respective remote clients send experimental parameters through an online cloud interface which are turned into experimental
sequences and executed by the Alice control program. The number of atoms in the Bose-Einstein condensate (NBEC) serves
as fitness value and is extracted from images of the atom cloud taken at the end of each sequence. The Alice control program
closes the loop by sending the resulting NBEC back to the remote clients through the same cloud interface. d) Screenshots from
Quantum Moves (see text for details). e) Screenshots of the Alice Challenge [23]. The left panel is a frame of the instructional
video. Players can control the magnetic field gradient depicted by the yellow shaded coils and the two dipole beams in red and
blue. The control happens in a client programmed with the cross-platform engine Unity [24] (right panel) and features a spline
editor for shaping the ramps for which the same color coding was used.

ning at the University of Ulm. Second, we create an on-
line gamified interface allowing 600 citizen scientists to
contribute to the experimental optimization over a three
week period.

Finally, we demonstrate that our experimental setup
allows for a hypothesis driven social science investigation
into how citizen scientists are able to solve challenging
natural science problems. In this step towards massively
controlled, online social science experimentation, we lay
the groundwork for circumventing major issues that cur-
rently plague many problem solving studies in social and
cognitive science: artificially designed, small problems
[42] based on relatively small scale studies with paid par-
ticipants [43] from a demographically biased participant
pool [44].

II. THEORETICAL OPTIMIZATION OF
SINGLE PARTICLE TRANSPORT

In the following we briefly review the theoretical frame-
work for gamified investigation of single atom transport
in a controllable potential at the quantum speed limit
(QSL) [1]. The framework is the citizen science game
Quantum Moves [45] and in particular the specific level
Bring Home Water (BHW) (see figure 1d). Here a
graphically illustrated wavefunction of an atom in one
dimension (| i) must be collected from a static Gaussian
shaped potential well (optical tweezer) and subsequently
transported into the ground state within a designated
target area. To realize this, the player dynamically ad-
justs the depth and position of a transport tweezer. The
fraction of the state in the target state (the motional
groundstate, | Ti) is given by the fidelity 0  F  1 de-
fined as F = |h T| i|2. The player must also reach this
state as quickly as possible (promoted by the introduc-
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Figure 4. a) Histogram for the achieved number of condensed atoms, NBEC, for all submitted solutions in the Alice Swarm
Challenge. More than 73% of the submitted solutions were successful and yielded a BEC. b) Sweep of the ramp duration,
Tramp, for di↵erent optimum solutions. The ramp shapes yielded through the RedCRAB optimization and from two Alice
Swarm Challenge sessions were scanned as a function of total ramp duration and NBEC measured. As Alice Swarm Challenge
solutions, the ramps resulting in the largest NBEC and the solution for the shortest set ramp duration were chosen. The data
points are obtained by averaging over five repetitions, where the error bars represent the standard deviation. The big squared
marks denote Tramp during optimization. Note, that the RedCRAB algorithm’s control was restricted compared to the one of
the players. For details, see text.

C. Optimizing the creation of Bose-Einstein
Condensates with citizen scientists: The Alice

Swarm Challenge

One could now exhaustively search the landscape us-
ing multi-starting of the RedCRAB algorithm or a global
search methodology involving random components. In-
stead, we now turn to the citizen science approach em-
ploying a gamified remote user interface for the general
public with the dual purpose of finding optimized solu-
tions as well as conducting controlled social-science ex-
periments. Although several projects o↵er educational
remote access experimentation in physics [84–87], our
project is one of the few real-time implementations of
an open laboratory allowing actual research experimen-
tation. Other well known examples are the IBM Quan-

tum Experience [88] and the project Quantum in the

Cloud [89]. However, these projects address an audi-
ence of “experts” [90, 91], whereas we gamify the prob-
lem supported with a didactics strategy to engage the
general public.

In our case, we face the challenge of turning the ad-
justment of laser and magnetic field ramps into an en-
gaging game. We therefore developed a client using the
cross-platform engine Unity [24] and promoted it through
our online community www.scienceathome.org. As de-
picted in figure 1e), the ramps are represented by three
colored spline curves and are modified by intuitive con-
trol points. The total ramp duration was set to a fixed
value Tramp. The yield in condensed atoms for each solu-
tion, NBEC, is converted into a score in order to provide
performance feedback to the players and rank them in a
high score list. By making all previous player solutions
available for inspection and copying, the setting enables

users to solve problems in a collective fashion. Thus we
created an environment where human players can both
engage in adaptive search (by manipulating the splines)
and emulate a genetic search algorithm since at each turn
they can generate solutions by recombining parts of other
previous solutions either their own or their peers’.
In the Alice Swarm Challenge, we had roughly 500

individual citizen scientists spanning many countries and
levels of education. The submitted solutions were placed
in a queue, and, depending on the length of the queue,
an estimated process time was displayed. In this way,
players could join, submit one or a set of solutions and
come back at a later time to review the results. The game
was open for participation for one week, 24 hours per day,
with brief interruptions to resolve system problems. The
players performed unexpectedly well and were able to
adapt quickly to changing conditions. As an additional
challenge, the game was restarted two to three times per
day while changing Tramp. In a total of 19 sessions, we
covered a range from 1.75 s to 8 s. Discounting four failed
sessions, 7577 solutions were submitted. Figure 4a shows
the distribution of the attained NBEC. More than 73%
yielded a BEC.
The largest BEC was found for Tramp = 4 s and con-

tained about 2.8 · 106 atoms which set a new record in
our experiment. The solutions found by the players were
qualitatively di↵erent from those found by numerical op-
timization. Where the RedCRAB algorithm was limited
by having only control over the evaporation process and
being able to apply only a single specific value for the
magnetic field gradient, the players had full control over
all ramps throughout the whole sequence of loading and
evaporation. This was utilized to create a smoother tran-
sition from loading to evaporation. The magnetic field

www.scienceathome.org
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Optimal Phonon-to-Spin Mapping in a system of a trapped ion
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We propose a protocol for measurement of the phonon number distribution of a harmonic oscillator
based on selective mapping to a discrete spin-1/2 degree of freedom. We consider a system of a har-
monically trapped ion, where a transition between two long lived states can be driven with resolved
motional sidebands. The required unitary transforms are generated by amplitude-modulated poly-
chromatic radiation fields, where the time-domain ramps are obtained from numerical optimization
by application of the Chopped RAndom Basis (CRAB) algorithm. We provide a detailed analysis
of the scaling behavior of the attainable fidelities and required times for the mapping transform
with respect to the size of the Hilbert space. As one application we show how the mapping can be
employed as a building block for experiments which require measurement of the work distribution
of a quantum process.

PACS numbers: 02.60.Pn,03.65.Aa,03.65.Wj,32.80.Qk

I. INTRODUCTION

Trapped ions represent a system where continuous and
discrete degrees of freedom can be jointly manipulated
and measured in the quantum regime [1–3]. Continu-
ous degrees of freedom are given by oscillatory motion
in the trap potential, while the discrete ones are given
by internal (spin) states. For coherent spin manipula-
tions, optical or microwave radiation can be employed.
This enables a wide variety of applications in the fields
of quantum computing [4, 5], quantum simulation [6, 7]
and quantum metrology [8]. In this work we propose a
scheme that enables single-shot interrogation of the har-
monic oscillator degree of freedom and thus paves the
way for novel applications of trapped ions. This is mo-
tivated by the persisting di�culty to implement single-
shot and/or quantum-non-demolition (QND) measure-
ments of the phonon number for trapped ions, which is
mainly due to the predominant harmonicity of the trap
potential. Ref. [9] proposes a QND filtering scheme,
while Ref. [10] demonstrates a single-shot readout. Both
schemes require multiple iterations of unitary manipu-
lation and spin readout, which is time consuming and
imposes significant experimental complexity. While we
consider the paradigmatic system of trapped laser-cooled
ions, the scheme is applicable to other systems such as
atoms in cavities [11, 12] or superconducting qubits [13].
It is therefore of general interest to study the quantum
controllability of this class of systems in detail and under
the assumption of realistic parameters.

In this work, we exploit the controllability of the
system to construct a selective, unitary phonon-to-spin
mapping scheme, where the spin degree of freedom un-
dergoes a flip operation conditioned on the phonon num-
ber of the motional mode. Our scheme is fully unitary,
however it does not directly serve as a single-shot phonon
number measurement, it rather yields a dichotomic result

- namely whether the system is found in a specified num-
ber state or not. This is a consequence of the fact that the
spin-1/2 degree-of-freedom is probed. We show how this
can be enhanced to yield a QND measurement scheme.
The controllability of the problem has been analyzed

by [14], and the control problem has been tackled for
state-to-state transfer [11] and gate optimization [15, 16].
This work is an example for incomplete control : We seek
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FIG. 1. Schematic depiction of the spin mapping Um for the
case of m = 2 (initial state left, final state right): Starting
from a product state

P
n cn| #, ni with spin down and occu-

pation in di↵erent number states of the harmonic oscillator
(the circle diagrams show |cn|2), only the occupation in the
number state |n = m = 2i (|c2|2, yellow) shall be excited to
|"i while the occupation initially in number states |n 6= 2i
(
P

n 6=2 |cn|
2, gray) shall end up in |#i. As shown on the right

after the mapping |c2|2 (yellow) is distributed over the spin
up states while

P
n 6=2 |cn|

2 (gray) is distributed over the spin
down states. Note that only the spin population of the fi-
nal state matters while the state of the motional mode is not
specified.

to map a specific vibrational level m 2 0 . . . N � 1 on
a spin state, see Fig. 1. In other words, we construct
a unitary transformation which flips the spin only for
a predefined vibrational number state m and leaves the
spin una↵ected for the remaining levels n 6= m. However,
the state of the motional degree of freedom for the final
state, is not specified. This allows us to fix only N pa-
rameters (specifying the final time spins conditional the
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Speeding up critical system dynamics through optimized evolution.
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The number of defects which are generated on crossing a quantum phase transition can be min-
imized by choosing properly designed time-dependent pulses. In this letter we determine what are
the ultimate limits of this optimization. We discuss under which conditions the production of de-
fects across the phase transition is vanishing small. Furthermore we show that the minimum time
required to enter this regime is T = π/∆ unveiling an intimate connection between an optimized
unitary dynamics and the intrinsic measure of the Hilbert space for pure states. Surprisingly, the
dynamics is non-adiabatic, this result can be understood by assuming a simple two-level dynamics
for the many-body system.

PACS numbers:

Introduction.— The rapid progress in the experimen-
tal realization and manipulation of quantum systems [1]
is opening the rich and intriguing perspective of the ex-
ploitation of quantum physics to realize quantum tech-
nologies like quantum simulators [2] and quantum com-
puters [3, 4]. These achievements pave the way to the
simulation of condensed matter systems giving the possi-
bility of studying different states of matter in controlled
experiments. Despite the impressive results obtained so
far, this is a formidable technological and theoretical
challenge due to the complexity of the systems in analysis
and the experimental requirements. Indeed, the level of
control needed on the quantum system is unprecedented:
one should be able to prepare a system in a desired initial
state, perform the desired evolution and finally measure
the state in a very precise way. Moreover, the whole
experiment should be performed faster than the system
decoherence time that eventually will destroy any quan-
tum information capability.
Quantum optimal control (OC) theory, the study of op-
timization strategies to improve the outcome of a quan-
tum process, can be an extremely powerful tool to cope
with these issues [5–9]. It allows not only to optimize
the desired experiment outcome but also to speed up
the process itself. Traditionally employed in atomic and
molecular physics [10, 11], OC has been recently ap-
plied with success to the optimization of the dynamics
of many-body systems [12, 13], allowing to achieve the
ultimate bound imposed by quantum mechanics, the so
called quantum speed limit (QSL) [14]. Indeed as intu-
itively suggested by the time-energy uncertainty princi-
ple, the time required by a state to reach another dis-
tinguishable state has to be longer than the inverse of
its energy fluctuations [15]. This implies that a quan-
tum system cannot evolve at an arbitrary speed in its
Hilbert space, but a minimum time is required to per-
form a transformation between orthogonal states [16–20].
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FIG. 1: (Color online) Instantaneous excitation energy in the
LMG model for an optimized (green dashed line, total time
T ∼ TQSL), a non optimized (red dot-dashed line, T ∼ TQSL)
and a linear adiabatic process (orange continuous line, T ≫
TQSL). Continuous (blue) lines represents the lowest energy
levels as a function of the driving field Γ = −t/T .

For time-independent Hamiltonians this bound has been
exactly determined [14]; the QSL has been formally gen-
eralized also to time-dependent Hamiltonians, but so far
has been computed only in a few simple cases [12, 21–23].
A still unexplored, although relevant question is how the
dynamical crossing of a quantum phase transition (QPT)
affects this fundamental bound. Here we investigate for
the first time the QSL of the dynamics of a first order
QPT in the adiabatic version of Grover’s search algo-
rithm (GSA) [24] and of a second order QPT [25] in
the Lipkin-Meshkov-Glick (LMG) model. Specifically we
consider the problem of converting the ground state on
one side of the critical point into the ground state on the
opposite side in the fastest and most accurate way by se-
lecting an optimal time-dependence of the control field.
We emphasize here that the evolution induced by the op-
timized field is non-adiabatic, as shown in Fig. 1, where
the scenario is reproduced for the LMG model, and an
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FIG. 3: (Color online) Infidelity as a function of the size in
the LMG model. Squares represents the data before the opti-
mization, circles the data after the optimization with CRAB.

reversed separable state |ψ1
G⟩ = |11⟩, the homogeneous

superposition state |ψ2
G⟩ = 1

2

∑

i,j |i, j⟩, and the maxi-

mally entangled Bell state |ψ3
G⟩ =

1
√

2
(|00⟩+ |11⟩). Note

that due to the fact that only the coupling is controlled,
all three states are not trivial to achieve. We set the to-
tal time of the transformation to the somehow arbitrary
time scale T = π/EJ and we perform a CRAB optimiza-
tion using the truncated expansion of the function g(t)
given in Eq. (9), with a constant initial guess for the driv-
ing field Γ0(t) = Γ(0) = 1. We considered an additional
constraint on the fluence of the control field, thus the
resulting cost function is defined as

F = f1 + 0.1 C1(Γ(t)), (11)

where f1 and C1 are given by equations (1) and (4) re-
spectively. Here we are interested in studying the effect
of the randomness introduced in the frequencies of the
expansion (9), thus we optimize both in the case of ran-
dom rk and with rk = 0. To perform a fair compari-
son, we ran the optimization in both cases with the same
maximum number of calls Nf ∼ 30.000 to the function
F , which fixes the simulation complexity. Indeed, in the
first case we repeated the optimization for thirty different
rk random configurations (with a single Ak, Bk random
starting point), while in the second case the optimization
was repeated over thirty initial random Ak, Bk configura-
tions. A typical result is shown in Fig. 1 for Nc = 6 and
|ψ3

G⟩: it clearly shows that for the case of randomized ωk

the optimization is highly improved. A more systematic
comparison is shown in Fig. 2 where the best results are
plotted against the number of optimization parameters
Nc for the three target states |ψi

G⟩: in all cases, the ran-
domization of the frequencies improves the final results
by about an order of magnitude or even more. More
importantly, in all three considered cases, the final result
without randomization is very far from being satisfactory
as the final fidelity is of the order of ten percent, result-
ing in a very poor state transformation. On the contrary,
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FIG. 4: (Color online) Infidelity as a function of the number of
control parameters for different sizes in the LMG model. The
total evolution time is T = 2TQSL = 2π∆. Inset: infidelity
as a function of the number of parameters for a single size
N = 32: comparison between data optimized using as cost
function the infidelity (empty circles) and the final energy (full
circles). Green squares represent the results with randomized
frequencies.

using the randomized frequencies we were able to find op-
timal pulses to obtain fidelities below one percent for two
cases out of three – values that are comparable, in most
cases, with experimental errors.

III. LIPKIN-MESHKOV-GLICK MODEL

The Lipkin-Meshkov-Glick (LMG) model is the
paradigm of a system with long range interaction (in-
finite in the thermodynamical limit). The Hamiltonian
in dimensionless units is written as [31, 32]:

H = −
1

N

∑

i<j

(σx
i σ

x
j + γσy

i σ
y
j )− Γ(t)

N
∑

i

σz
i , (12)

where N is the number of spins in the system, Γ is the
transverse field and σα

i are the Pauli matrices. By intro-
ducing the total spin operator Sα =

∑

i σ
α
i /2, Eq. (12)

can be rewritten, apart from an additive constant, as
H = − 1

N [S2
x + γS2

y ]−ΓSz . The Hamiltonian hence com-
mutes with S2 and does not couple states having a differ-
ent parity in the number of spins pointing in the magnetic
field direction: [H,S2] = 0 and [H,

∏

i σ
z
i ] = 0. In the

isotropic case γ = 1, also the z-component of S⃗ is con-
served, [H,Sz ] = 0. In the thermodynamical limit the
LMG model undergoes a second order quantum phase
transition at Γc = 1 from a paramagnet (Γ > 1) to a fer-
romagnet (Γ < 1). The phase transition is characterized
by mean-field critical exponents [32]. The phase tran-
sitions dramatically affects the dynamical behavior of
quantum systems: As discussed in more detail in Sec. VI,
the gap closure at the critical point promotes dynamical
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FIG. 1: CRAB scheme: A) An inital guess pulse c0(t) is used
as starting point. B) The function F(ω⃗) for the case ω⃗ =
{ω1, ω2} and the initial polytope (ligh red triangle) are defined
and moved “downhill” (darker triangles) until convergence is
reached. C) The final point is recasted as the optimal pulse
c(t) and applied to the physical system.

integrated with t-DMRG, and thus can in principle be
applied to all systems that can be efficiently simulated
by tensor network methods. Triggered by the observa-
tion that optimal control optmizations result in pulses
with very simple Fourier spectrum [22] we develop an
optimal search in a truncated dual space, the Chopped
RAndom Basis (CRAB) optimization, that can be effi-
ciently applied to t-DMRG simulations. The scenario we
are thinking of is as follows: given a system of interested
described by an Hamiltonian H with some controls cj(t)
with j = 1, . . . , NC , the goal is to extremize a given fig-
ure of merit F [H(cj(t))], e.g. the final system energy,
state fidelity, entanglement, etc. The main idea is then
to start with an initial pulse guess c0

j(t) and then looking
for the best correction of the form

cj(t) = c0
j(t) · fj(t), (1)

where fj(t) can be expressed in a simple form in some
function basis, as for example, Fourier space, and de-
pends on some parameters ω⃗j = ωk

j (k = 1, . . . , Mj), see
Methods for details. The optimization problem is then
recasted in a extremization of a multivariables function
F(ωk

j ) that can be numerically approached with the pre-
ferred method, as for example, stepeest descent or conju-
gate gradient method [25]. While using CRAB together
with t-DMRG, computing the gradient of F is extremely
resource consuming and thus we resort to a Direct search
method as Nelder-Mead or simplex methods [25]. They
are based on the construction of a polytope defined by
some initial set of points in the space of parameters ω⃗j

that “rolls down the hill” following defined rules up to
reach the (possible local) minima (see Fig. 1 and Meth-
ods). Due to the fact that the Direct Search methods
are based on many independent evaluation of the func-
tion to be minimized, they can be efficiently implemented
together with t-DMRG simulations.

In this letter, the CRAB optimization is applied to
the preparation of a Mott insulator in cold atoms exper-
iments in optical lattice [11]. Indeed, very recently this











 






 

FIG. 2: Scheme of the Mott-Superfluid transition in the ho-
mogeneous system for average occupation number ⟨n⟩ = 1:
increasing the lattice (black line) depth V , the atoms Super-
fluid wave functions (upper) localize in the wells (lower). If
the transition is not adiabatic or optimized defects appear
(here represented by a hole and a double occupied site).

field have experienced a fast development after the exper-
imental demonstration of coherent control of the atoms
subject to a parameter quench in the seminal work of
M.Greiner and coworkers [12]. In these experimental se-
tups a Bose-Einstein condensate is first loaded in a mag-
netic trap and then the optical lattice is slowly switched
on inducing a quantum phase transition to a Mott insu-
lator. This is the fundamental initial step to prepare a
one dimensional system for further investigations as for
recent experiments on transport or spectroscopy [11]. Up
to now, the described Superfluid-Mott insulator transi-
tion has been performed adiabatically in about one hun-
dred ms: we present an optimal pulse to obtain a faithful
ground state with density of defects below one per cent
(???) in a total time of the order of some milliseconds.
This new optimal process allows for a drastic reduction
(about two orders of magnitude) of the time needed to
initialize cold atoms in optical lattice in a desired initial
state, a fundamental step in any quantum information
processing and cold atoms in optical lattice experiments.

Cold atoms in opticall lattice can be mapped in the
Bose Hubbard model defined by the Hamiltonian [11, 14]:

H=
∑

j

[−J(b†jbj+1+h.c.)+Ω(j−
N

2
)2nj+

U

2
(n2

j−nj)]. (2)

The first term on the r.h.s. of Eq.(2) describes the tunnel-
ing of bosons between neighboring sites with rate J , Ω is
the curvature of the trapping potential, and nj = b†jbj is
the density operator with bosonic creation (annihilation)
operators b†j (bj) at site j = −N/2, . . . , N/2−1. The last
term is the onsite contact interaction with energy U . The
system parameters U and J can be expressed as a func-
tion of the optical lattice depth V [11]. As sketched in

Bose-Hubbard model with external trapping potential
P. Doria, T. Calarco, SM Phys. Rev. Lett. (2011)

H¼
X

j

!
"Jðbyj bjþ1þH:c:Þþ!

"
j"N

2

#
2
njþ

U

2
ðn2j"njÞ

$
:

(2)

The first term on the right-hand side of Eq. (2) describes the
tunneling of bosons between neighboring sites with rate J;
! is the curvature of the external trapping potential, and
nj ¼ byj bj is the density operator with bosonic creation

(annihilation) operators byj (bj) at site j ¼ 1; . . . ; N. The

last term is the on-site contact interaction with energy U.
The system parameters U and J can be expressed as a
function of the optical-lattice depth V (we set @ ¼ 1 from
now on) [19]. As sketched in Fig. 2, the system undergoes a
quantum phase transition from a superfluid phase to a Mott
insulator as a function of the ratio J=U. In a homogeneous
one-dimensional system, the quantum phase transition is
expected to occur at Jc=U ’ 0:083, where (upon decreas-
ing the ratio J=U) the ground state wave function drasti-
cally changes from a Fermi-Thomas distribution with high
fluctuations in the number of particles per site to a simple
product of local Fock states with no fluctuations in the
number of atoms per site [19]. In the presence of an
external trapping potential on top of the optical lattice,
the phase diagram is more complex: the two phases coex-
ists in different trap regions and typical ‘‘cake’’ structures
are formed [22].

Results.—Following previous numerical studies [23]
that modeled the experiment [24], and supported by strong
evidence of agreement between numerical simulations and
experimental results [25,26], we studied both the ideal
homogeneous system (! ¼ 0) and the experimental setup
of [25] where the trapping potential is present. We applied
the CRAB optimization to the preparation of a Mott insu-
lator with ultracold atoms in an optical lattice; that is, we
optimized the ratio J=UðtÞ that drives the superfluid-Mott

insulator transition. The resulting optimal ramp shape
drives the system into a final Mott insulator state with a
density of defects below half a percent in a total time of the
order of a few milliseconds, amounting to a drastic im-
provement in the process time and in the quality of the final
state—by about 2 orders of magnitude and by more than 1,
respectively.
We consider a starting value of the lattice depth

Vð0Þ ¼ 2Er corresponding to J=Uð0Þ & 0:52, since the
description of the experimental system by Eq. (2) breaks
down for Vð0Þ & 2Er [21]. However, the initial lattice
switching on (V ¼ 0 ! 2Er) can be performed very
quickly without exciting the system (few milliseconds at
most) [27]. We optimize the ramp to obtain the minimal
residual energy per site "E=N ¼ ðEðTÞ " EGÞ=N (where
EG is the exact final ground state energy). In all simulations
performed we set the total time T ¼ 50@=U ’ 3:01 ms and
the final lattice depth VðTÞ=Er ¼ 22& 2:4' 10"3J=U,
deep inside the Mott insulator phase. Unless explicitly
stated, we set the average occupation to one (

P
ihnii¼ N).

In all DMRG simulations, we exploited the conservation of
the number of particles and used m ¼ 20; . . . ; 100, "t ¼
10"2– 10"3. We computed the final density of defects ! ¼
1
N

P
ijhnii" 1j: when it reached a given threshold

!c ¼ 10"3, the optimization was halted. In Fig. 3 we report
a typical result of the optimization process: the initial guess
and final optimal ramp for the system in the presence of the
confining trap are shown for the parameter values corre-
sponding to the experiment [24], for a system size N ¼ 30.
As can be clearly seen, the pulse is modulated with respect
to the initial exponential guess and no high frequencies are
present, reflecting the constraint introduced by the CRAB
optimization. In the inset we display the final occupation
numbers and the corresponding fluctuations, for the initial
exponential ramp and the optimal pulse in the case

FIG. 2 (color online). Scheme of the Mott-superfluid transition
in the homogeneous system for average occupation number
hni¼ 1: increasing the lattice depth V (black line) the atom’s
superfluid wave functions (upper) localize in the wells (lower).
If the transition is not adiabatic—or optimized—defects appear
(here represented by a hole and a doubly occupied site).
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FIG. 3 (color online). Initial guess (dashed black line) and
optimal ramp (solid red line) VðtÞ for the Bose-Hubbard model
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exponential initial guess (circles) and optimal ramp (squares)
for N ¼ 10.
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FIG. 5: Panel A: Figure of merit FN as a function of di↵erent atom number Na in the system for a QPT crossing lasting TOPT

with a linear ramp (red squares) and an optimal pulse obtained consider atom number fluctuations (blue circles). Panel B
and C: Comparison between numerical and experimental parity distribution. The left plot shows the results for the fast linear
pulse, the numerical result (filled) compared to the experimental result (solid line). The right plot shows the numerical results
for the optimized pulse (filled regions) and the experimental results for the optimized pulse (blue line) in comparison with the
result of an adiabatic pulse (red line). Green regions represent the on-site atom number fluctuations profile h�n2

i i at the end
of the linear (left) and optimal (right) process. Panel D: typical experimental result, where the occupation parity distribution
(red odd occupied, light blue even occupied) is calculated from in-situ imagining of many independent one-dimensional tubes
(vertical coloured areas).

shown in Fig. 5 D, i.e. the results are obtained without post-processing on the atom number demonstrating that the
designed optimal process is robust with respect to atom number fluctuations. Indeed the atom number fluctuates
up to ??? per cent from tube to tube and between di↵erent repetitions of the experiment performed to accumulate
statistics.

Conclusions

We have experimentally performed two paradigmatic optimal processes in many-body cold atom systems at the
QSL: the optimal preparation of the motional state of a BEC on a trap and a quantum phase transition crossing.
We demonstrated that optimal many-body processes can be engineered and implemented and that they can saturate
the limiting theoretical bounds. We have shown that the optimal processes are robust with respect to experimental
imperfections and stable against atom number fluctuations (that are unavoidably without post-processing of the data),
paving the way to a systematic exploitation of optimal control in next generation of cold atoms experiments. The
optimal preparation of excited states of cold atoms in the atom chip, performed with an unprecedented fast process,
open new perspectives to the development of accurate and sophisticated protocols for sensing, interferometry and cold
atoms manipulations. The numerical and experimental results on the QPT crossing demonstrated that the quality
of the fast optimal protocol is the same to that obtained by means of the adiabatic one. This experiment show that
along the same lines, the generic adiabatic quantum computations scheme can be in principle performed in a fast and
optimal way (i.e. not adiabatically).

In conclusion, the speedup of these processes naturally reduces the detrimental e↵ects of decoherence in the system
and thus pave the way to the experimental realization of protocols of increasing complexity in the next future.

Methods

A. optimal control

Optimal control theory is devoted to find the solution to functional minimizations of the form minV (t) F(V (t)),
where V (t) is the control field and F a figure of merit to be computed via a dynamical law that describe the time
evolution of the system. In QOC problems, the dynamical law is given by a Liouvillian equation for the system density
matrix, which for pure states reduces to the time-dependent Schrödinger equation. Typical figures of merit are the
fidelity of the final state with respect to some given target state, the final energy of the system or some other interesting
properties of the final state or of the path followed between the initial and the final state. Finally, figures of merit might
include also constraints as the maximal power used to drive the system, the limited band-width of the control field or
any other experimental constraints to be satisfied. In this work we employ the CRAB optimal control approach, that is,
the optimization is implemented looking for an optimal pulse of the form V (t) = V0(t) f(t), where V0(t) is some guess
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and C: Comparison between numerical and experimental parity distribution. The left plot shows the results for the fast linear
pulse, the numerical result (filled) compared to the experimental result (solid line). The right plot shows the numerical results
for the optimized pulse (filled regions) and the experimental results for the optimized pulse (blue line) in comparison with the
result of an adiabatic pulse (red line). Green regions represent the on-site atom number fluctuations profile h�n2

i i at the end
of the linear (left) and optimal (right) process. Panel D: typical experimental result, where the occupation parity distribution
(red odd occupied, light blue even occupied) is calculated from in-situ imagining of many independent one-dimensional tubes
(vertical coloured areas).

shown in Fig. 5 D, i.e. the results are obtained without post-processing on the atom number demonstrating that the
designed optimal process is robust with respect to atom number fluctuations. Indeed the atom number fluctuates
up to ??? per cent from tube to tube and between di↵erent repetitions of the experiment performed to accumulate
statistics.

Conclusions

We have experimentally performed two paradigmatic optimal processes in many-body cold atom systems at the
QSL: the optimal preparation of the motional state of a BEC on a trap and a quantum phase transition crossing.
We demonstrated that optimal many-body processes can be engineered and implemented and that they can saturate
the limiting theoretical bounds. We have shown that the optimal processes are robust with respect to experimental
imperfections and stable against atom number fluctuations (that are unavoidably without post-processing of the data),
paving the way to a systematic exploitation of optimal control in next generation of cold atoms experiments. The
optimal preparation of excited states of cold atoms in the atom chip, performed with an unprecedented fast process,
open new perspectives to the development of accurate and sophisticated protocols for sensing, interferometry and cold
atoms manipulations. The numerical and experimental results on the QPT crossing demonstrated that the quality
of the fast optimal protocol is the same to that obtained by means of the adiabatic one. This experiment show that
along the same lines, the generic adiabatic quantum computations scheme can be in principle performed in a fast and
optimal way (i.e. not adiabatically).

In conclusion, the speedup of these processes naturally reduces the detrimental e↵ects of decoherence in the system
and thus pave the way to the experimental realization of protocols of increasing complexity in the next future.

Methods

A. optimal control

Optimal control theory is devoted to find the solution to functional minimizations of the form minV (t) F(V (t)),
where V (t) is the control field and F a figure of merit to be computed via a dynamical law that describe the time
evolution of the system. In QOC problems, the dynamical law is given by a Liouvillian equation for the system density
matrix, which for pure states reduces to the time-dependent Schrödinger equation. Typical figures of merit are the
fidelity of the final state with respect to some given target state, the final energy of the system or some other interesting
properties of the final state or of the path followed between the initial and the final state. Finally, figures of merit might
include also constraints as the maximal power used to drive the system, the limited band-width of the control field or
any other experimental constraints to be satisfied. In this work we employ the CRAB optimal control approach, that is,
the optimization is implemented looking for an optimal pulse of the form V (t) = V0(t) f(t), where V0(t) is some guess

I. Bloch’s 
group (MPQ-Munich)

One dimensional tubes

Parity density profiles

Ulm-Munich collaboration,  Scientific Reports (2016)
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On the reversal of quantum many body dynamics and its complexity
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We demonstrate that via optimal control arbitrary time evolutions of many-body quantum systems
can be reversed. The optimal reversed dynamics –contrary to standard time-reversal procedures–
is extremely robust to external sources of noise. We suggest a relation between control complexity
and the dimension of the manifold supporting the dynamics of a quantum system. We verify the
validity of this conjecture in three different models elucidating the role played by integrability in
this context.

PACS numbers:

In recent years, fast progress on the understanding of
non-equilibrium dynamics of many-body quantum sys-
tems has been spurred by unprecedented opportunities
offered by cold atom quantum simulators as well as by
the development of powerful numerical tools [1, 2]. In-
deed, numerical methods have made it possible to in-
vestigate the out-of-equilibrium dynamics of many-body
quantum systems and to compare theoretical results with
experimental data obtained in highly controlled and clean
systems. Many interesting effects have been investigated
so far [3] including (just to give a few examples) quench
dynamics [4–6], thermalization [7], quantum phase tran-
sition dynamics [8], effects of disorder [9] and of periodic
perturbations [10, 11] both in fermionic and bosonic sys-
tems [12]. These advances in manipulating and charac-
terising non-equilibrium dynamics may result in the de-
velopment of strategies to control the quantum evolution
of many-body systems. This task, beyond the bounds of
possibility until a few years ago, paves the way for the re-
alisation of many-body state engineering where optimal
control techniques [13] appear to be the ideal tool to use.

Quantum optimal control has been applied only re-
cently to quantum many-body systems, e.g. to adiabatic
dynamics through a quantum critical point [14] or to the
cooling of Luttinger liquids [15]. An algorithm for opti-
mal control particularly suited for many-body problems,
the Chopped Random Basis (CRAB) optimization, has
been recently developed and applied to state prepara-
tion of strongly interacting cold atoms in optical lattices
and spin systems [16]. The theoretical study and ex-
perimental implementation of optimal control strategies
to quantum many-body systems poses in turn a number
of important questions. While it has been shown how
quantum optimal control can drive a system up to its
quantum speed limit [17, 18], it is important to under-
stand to which extent is it possible to control a quantum
many-body system. Which resources are needed in terms
of complexity, in particular in connection to the inte-
grable/chaotic nature of the system under investigation?
And how efficient and robust will the resulting control
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FIG. 1: Dynamical scheme to optimally reverse the system
dynamics: a system in the ground state is taken out of equilib-
rium by multiple random quenches. Reversing the dynamics
can be obtained in general via a time-inversion or by solving
an optimal control problem.

strategy be?
In this Letter we address these questions by character-

ising qualitatively and quantitatively the ability to reach,
from a given input, a predetermined final state of a many-
body system through the time dependence of some global
couplings. We will in particular consider the problem of
reversing complex quantum dynamics: a system is first
taken from the ground state to a highly disordered state
via random quenches (see Fig. 1), characterised by a high
diagonal entropy Sd (see Ref. [19]), and then driven back
to the initial state. We will first address the robust-
ness problem, showing that while the obvious strategy
of returning to the ground state by time-reversing the
protocol is highly sensitive to external noise in the cou-
plings [19], an optimal protocol based on CRAB is in turn
much more robust against errors, making it a good can-
didate for experimental realizations. We then address
the problem on a more general ground, elucidating for
the first time the relationship between control complexity
and dimension of the manifold in which the dynamics oc-
curs. In particular, we demonstrate that the complexity
is weakly dependent on the initial and final state prop-
erties while it is strongly influenced by the integrability
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to a direct coupling between them, the complexity of the
OC problem is not more than that of a simple Landau-zener
process (independently from the entanglement present in
the system) as the manifold is effectively two dimensional.
However, this is not generally the case, as one has usually
access to some local (or global) operator, and the dynamic
of the system is not in general restricted to two states. In the
case of nonintegrable systems, a generic couple of initial
and goal states projects on exponentially many basis states
independently of the chosen basis, while for integrable states
it exists a base where the states have a simple representation.
Thus, the minimal amount of information needed to solve
the quantum OC problem is exponential and polynomial,
respectively. In between, there is the class of TN-efficiently
representable dynamics, for which we know how to build an
efficient representation and correspondingly we know how to
efficiently solve the OC problem.
Time bounds.—Manipulating Eq. (5) applied to the

whole set of reachable states W we achieve a bound for
the minimal time needed to achieve the desired trans-
formation as a function of the control bandwidth: The
minimal time needed to reach a given final state in D W with
precision ε at finite bandwidth is

T ≥
D W

ΔΩκS
logð1=εÞ; ð10Þ

or again, under the assumption that κε ¼ κs,

T ≥
D W

ΔΩ
: ð11Þ

The previous relation is a continuous version of the
Solovay-Kitaev theorem: it provides an estimate of the
minimal time needed to perform an optimal process given a
finite band-width (see Supplemental Material, Sec. IV
[35]). Notice also that the bandwidth provides the average
bits rate per second; thus, these results coincide with the
intuitive expectation that the minimal time needed to
perform an optimal quantum process is the time necessary
to “inform” the system about the goal state given that the
control field has only a finite bit transmission rate.
We recall that there is a time-energy bound, known as the

quantum speed limit, that in its general form is

TQSL ≥
dðρ0; ρ̄Þ

Λ̄
; ð12Þ

where dð·; ·Þ is the distance and Λ̄ ¼
R
T
0 ∥L∥pdt=T with

∥ · ∥p the p-norm [7] (see Supplemental Material, Sec. V
[37]). The most efficient process saturates both bounds,
which implies ΔΩ ∝ D W ; thus the bandwidth of the time-
optimal pulse in general should scale as the dimension of
the space W, requiring exponential higher frequencies for
nonintegrable many-body quantum systems and thus prac-
tically preventing its physical realization.

Noise.—In the presence of noise, Eq. (4) has to be
modified. In the following we consider a common scenario;
however, this analysis can be adapted to the specific noise
considered. For Gaussian white noise, according to the
Shannon-Hartley theorem the channel capacity is
ks ¼ logð1 þ SÞ, where S is the signal to noise power
ratio [16]. Thus, following the same steps as before, we
obtain that

ε ≥ ð1 þ SÞ−
D

D W ; ð13Þ

and similarly

T ≥ D W

ΔΩ
logð1=εÞ
logð1 þ SÞ

: ð14Þ

For small noise-to-signal ratio (1=S ≪ 1), the previous
bound results in ε≳ ð1=SÞD=D W , which together with the
fact that D has to be a polynomial function of D Wþ show
that the control problem is in general exponentially
sensitive to the problem dimension. However, if one
saturates the lower bound on the complexity of the optimal
field, i.e., D ¼ D W , the sensitivity to Gaussian white noise
becomes linear in the noise-to-signal ratio. That is, the
effects of the noise on the optimal transformation are
negligible if the noise level is below the error, 1=S ≲ ε.
As requiring the optimal transformation to be more precise
than the error on the control signal is somehow unnatural, this
relation demonstrates that OC transformations are in general
robust with respect to noise, as recently observed [39]. At the
same time, for ε≲ 1=S this result agrees with the scaling for
exact optimal transformations recently found in [9].
Control of unitaries.—The aforementioned statements

also hold for the generation of unitaries as the differential
equation governing the evolution of the time evolution
operator ı _UðtÞ ¼ H ðtÞUðtÞ is formally equivalent to Eq. (1)
replacing the density matrix with the time evolution
operator UðtÞ, the reference state with the identity operator,
and the goal state with the unitary to be generated.
Observability.—As any controllable system is also

observable by a coherent controller [40], the previous
definitions and results can be straightforwardly applied
to the complexity of observing a many-body quantum
system with precision ε.
In conclusion, we have shown that if one allows a finite

error (both in the goal state and in time) as it typically
occurs in any practical application of OC, what can be
efficiently simulated can also be optimally controlled, and
the optimal solution is in general robust with respect to
perturbation on the control field. Notice that the presented
results are valid both for open and closed loop OC.
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discussions and feedback. S. M. acknowledges support
from the DFG via SFB/TRR21 and from the EU projects
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Proof. Using the properties of the generators hm and ym leads to

V (0) ≡ [[iH ′
0, iH1], iH ′

0]

=
ℓ
∑

m=1

δmω2
m− 1ym

V (1) ≡
[[

iH ′
0, V

(0)
]

, iH ′
0

]

− ω2
ℓ− 1V

(0)

=
ℓ− 1
∑

m=1

δmω2
m− 1

(

ω2
m− 1 − ω2

ℓ− 1

)

ym

V (2) ≡
[[

iH ′
0, V

(1)
]

, iH ′
0

]

− ω2
ℓ− 2V

(1)

=
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δmω2
m− 1

(

ω2
m− 1 − ω2

ℓ− 1

) (

ω2
m− 1 − ω2

ℓ− 2

)

ym

...

V (ℓ− 1) ≡
[[
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0, V

(ℓ− 2)
]

, iH ′
0

]

− ω2
1V

(ℓ− 2)

= δ1ω
2
0

ℓ− 1
∏

m=1

(

ω2
0 − ω2

m

)

y1.

By hypothesis ω2
m ̸= ω2

0 for m > 0 and δ1 ̸= 0, ω0 = ϵ1 ̸= 0. Hence, all the factors in the last
expression above are non-zero, i.e., we have y1 ∈ L′ and thus L′ = so(2ℓ + 1) by lemma 1 of
appendix B. !

If ω2
m = ω2

0 for some m > 0 then a slight modification of the proof above leads to a
residual term

Y (0) ≡
∑

m∈M
δmym =

ℓ
∑

m=1

δ̃mym (11)

where M =
{

m : 1 " m " ℓ,ω2
m− 1 = ω2

0

}

with δ̃m = δm for m ∈ M and δ̃m = 0
otherwise. If the energy levels are either positive and ordered in a non-decreasing sequence,
i.e., 0 " ϵm " ϵm+1, or negative and ordered in a non-increasing sequence, i.e., 0 # ϵm # ϵm+1,
then ω2

m− 1 = ω2
0 implies ωm− 1 = ω0 for all m ∈ M. We shall only consider this case in the

following.

Theorem 3. Let vm ≡ 2δ̃2
m − δ̃2

m+1 − δ̃2
m− 1 for 1 " m " ℓ, where δ̃0 = δ̃1, δ̃ℓ+1 = 0. The

dynamical Lie algebra L′ generated by the system H = H ′
0 + f (t)H1 with iH ′

0 and iH1 as in
(10 ) is so(2ℓ + 1) if ωm− 1 = ω0 but vm ̸= v1 for all m ∈ M − {1}.

Proof. Since ωm− 1 = ω0 for all m ∈ M, we have

X(0) ≡ ω− 1
0

[

iH ′
0, Y

(0)
]

Z ≡ 2− 1 [X(0), Y (0)
]

=
ℓ
∑

m=1

(

δ̃2
m+1 − δ̃2

m

)

hm.

Suppose M − {1} has ℓ′ elements labelled m1, m2 up to mℓ′ . If vm ̸= v1 for all m ∈ M − {1}
then
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OPTIMAL CONTROL COMPLEXITY
The (smoothed) complexity of an optimal control problem scales 
polynomially with the size of (time-polynomial) reachable states 

Efficiently simulatable dynamics (Integrable,TN, DMFT, HF-like, etc…)  
can be efficiently optimally controlled 

Final error scales exponentially with the optimal control bandwidth  
 

The optimal control bandwidth, total time and the size of the set of 
reachable states are such that: 
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DW+

2

DW(N) its dimension [? ]. If the system is controllable
–i.e. the operators HD, HC generate the complete dy-
namical Lie algebra– then DW the manifold that can be
generated is the complete space of density matrix opera-
tors DW = N2 for an N�dimensional Hilbert space, e.g.
for a collection of qudits N = dn. Given a goal state ⇢̄ the
problem to be solved is to find a control pulse �̄(t) that
drives the system from a reference state ⇢0 within an ✏-
ball of the goal state ⇢̄. Equivalently, the optimal control
problem can be expressed as a functional minimization
of the form where the functional F might also include
constraints introduced via Lagrange multipliers �ı, and
its minimum is obtained by some control field �̄(t) that
drives the system from ⇢0 to ⇢̄. The solution of the prob-
lem is given by one (not necessary unique) optimal �̄(t),
that identifies a final state ⇢f such that d(⇢f , ⇢̄) < ✏ in
some norm.

We now recall the definition of the information content
of the control pulse and show that this quantity can be
related to the complexity of the optimal control problem.
The information carried by the control pulse �(t) is given
by the classical channel capacity C times the total time
T . In the simple case of a noiseless channel, the channel
capacity is given by Hartley’s law

b� = T �⌦S (3)

where �⌦ is the bandwidth and S = log(1+�max/��) is
the bit depth of the control pulse �(t) and T the pulse du-
ration [11]. Note that given an uniform sampling rate of
the signal �t, T �⌦ = T/�t = ns where ns is the number
of sampling points of the signal or in case of a bang-bang
control, ns gives the minimal the number of independent
controls. Any optimization method of choice depends on
these ns variables, i.e. ns defines the dimension of the
input of the minimization problem. We thus define the
complexity of the quantum optimal control problem as
follows:

Definition Given an Hamiltonian of the form of Eq.(2),
a reference initial state ⇢0 and any possible goal state in
the set reachable states W, the complexity of the quan-
tum optimal control problem is defined by the scaling
of the optimal control field minimal number of indepen-
dent degrees of freedom ns with the size of the space
DW , necessary to achieve the desired transformation up
to precision ".

From now on we consider the physical situations where
the control is performed in some finite time t 2 [0, T ],
with bounded control field and bounded Hamiltonians,
e.g. ||HD|| = ||HC || = 1 and �(t) 2 [0 : 1] 8t. The
aforementioned physical constraints, naturally introduce
a new class of interesting states, that we define as follows:

Definition The set of time-polynomial reachable states
W

+
✓ W is the set of states that can be reached with

precision " in polynomial time (with finite energy) as a
function of the set size DW+(N).

This is the class of interesting states from the point of
view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
trol at all: in exponential time any reachable state is
reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
able system if all states can be reached (with precision
") in polynomial time by means of at least one path, i.e.
DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
the bound on the strength of the control �max is relaxed
we have DW+ = DW .
Given the above definitions, we can state the following

theorem:

Theorem .1 The complexity of a quantum optimal con-
trol problem in W

+ up to precision " is polynomial in
the size of the manifold of the time-polynomial reachable
states DW+ .

Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
Lower bound: We divide the complete set of time-
polynomial reachable states W+ in spheres of size "DW+ ,
one of which identifies the set of states that live around
the state ⇢̄ within a radius ". The number of "-balls
necessary to cover the whole set W+ is "�DW+ . The in-
formation content of the optimal control field must be at
least su�cient to specify the "-sphere that contains the
goal state, that is

b�S = log "�DW+ . (4)

Thus, the number of bits of information given by Eq.(3)
and Eq.(4) has to be at least equal, i.e. b� � b�S , resulting
in

" � 2
�T �⌦S

DW+ . (5)

Setting a maximal precision (e.g. machine precision) ex-
pressed in bits " = � log2 " we obtain nss/DW+ = ".
Finally, imposing " = s we obtain

ns � DW+ . (6)

Upper bound: The goal state belongs to the set of time-
polynomial states ⇢̄ 2 W

+, thus a path of finite length
L that connects the initial and goal states in polynomial
time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
the desired precision " this is equal to log "�DW+ bit of
information for each "-ball needed to cover the path. The
total number of "-ball needed to cover the path n" is given
by

n" = L/"  Tvmax/" = Poly(DW+)vmax/" (7)
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