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days, will continue to increase (decrease) in the next days. 
This problem, poorly considered by the researchers, needs 
specific models, able to capture the movement in the short 
time and the asymmetries between increase and decrease 
periods. In the proposed methodology this is accom-
plished by employing two different HMMs to explicitly, and 
separately, model the situations leading to increases or 
decreases. A novelty with respect to the mentioned litera-
ture on the direction-of-change forecasting is that we 
modelize directly the sign of  the returns, trying to capture 
the underlying nonlinear dependence structure. The mod-
els were trained with sequences that we trust be of  increase 
(or decrease) ― i.e. short sequences of  T periods (few 
weeks of  daily data), ending with τ increases (decreases). 

For this purpose we transform the original series in 
binary strings (encoding only increases or decreases), 
assuming then a simple binomial distribution associated 
with each state of  the hidden Markov chain. In other 
words, the transformation of  data in binary strings has a 
double advantage: it simplifies the hypotheses on the dis-
tribution of  the time series and provides the direct mod-
elization of  the signs. 

The remainder of  the paper is organized as follow: in 
the next section we briefly describe the proposed method-
ology, whereas Section 3 contain the experimental evalua-
tion performed on real data. In Section 4 we propose a 
solution to detect, with a probabilistic criterion, the 
sequences which can be classified as local trends, follow-
ing our definition.

2 The Proposed Approach
Let us consider a time series representing the returns rela-
tive to a certain index, share, etc. The final purpose of  the 
presented methodology is to recognize and forecast the 
sequences of  the series that potentially end with a sub-se-
quence of  τ signs of  the same nature (all increases or all 
decreases). Let us call F+ the set of  sequences ending with 
τ positive signs, F− the set of  sequences ending with τ neg-
ative signs and F? the set of  all the other sequences, which 
present an irregular alternation of  the last τ signs. In prac-
tice the sequences belonging to F+ can be considered as 
sequences of  “reasonable sure increase”, whereas the 
sequences belonging to F− as “reasonable sure decrease”; 
we will call the sequences belonging to F? as “fluctuant”. 

The main feature of  the proposed methodology is that 

the F+ and F− sets are modeled separately. Actually we 
have to observe that many studies in financial economet-
rics (see, for example, Dueker, 1997) stress the fact that 
the volatility of  financial time series is characterized by 
asymmetric behavior, because the quiet and turmoil peri-
ods have different length and persistence; in this frame-
work a HMM approach seems suitable, each state repre-
senting a different regime of  volatility. For example, in a 
2-states HMM, the first state could represent the high vol-
atility corresponding to the turmoil periods, whereas the 
second state could represent the low volatility correspond-
ing to the quiet periods; the asymmetric transition proba-
bility matrix provides the different length and persistence 
of  the two states along the full period studied. Similar 
hypotheses could be made for the sign of  returns, empha-
sizing two degrees of  asymmetry: first, the sequences 
belonging to F+ and F− have different behaviors, which 
can be pointed out estimating two different independent 
models; second, each set of  sequences can show asym-
metries also in each proper dynamics, represented by the 
alternation of  the states with different length and persist-
ence.

The approach consists of  three parts (details are in 
Bicego et al., 2008a and 2008b): 

coding:•	  the series of  returns is transformed in a 
binary string (0 for negative variations, 1 for posi-
tive variation). 
training:•	  to this aim the sequences (of  short length 
T) belonging to F+ and F− are extracted from the 
full time series; then the two HMM models are 
estimated (trained) with F+ and F−, respectively. 
The number of  states of  each HMM model is 
automatically detected from the training set, using 
the AIC criterion. 
testing:•	  employ the trained HMMs to correctly 
assign the testing sequences to F+ or F−. The 
assignment is made using the maximum likelihood 
criterion.

3 Experimental Results
The proposed approach has been tested using the Dow 
Jones index: we employed daily close prices from 30 
November 1995 to 5 February 2001, adjusted for divi-
dends and splits ― Yahoo Finance source. The models 
were trained using the period from December 1995 to 
June 1998, whereas the remaining part of  the series has 
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1 Introduction
The increasing relevance of  the financial markets in econ-
omy and the possibility of  speculation on the Stock 
Exchange has favored the development of  statistical and 
econometric models for financial markets. In more recent 
years, the research of  financial econometricians has been 
mainly concentrated on the prediction of  volatility in 
financial time series, rather than of  the first moment of  
the returns or levels. In fact it has become widely accepted 
by the financial community that the returns (price varia-
tions) are unpredictable. The idea is that, if  a pattern exists, 
traders would take advantage of  it, but it will be destroyed 
by the power of  the market. Nevertheless this unappealing 
behavior could be somehow relaxed if  we consider suffi-
ciently short periods (e.g. a couple of  weeks). Actually, it is 
plausible that common opinions about short periods (typ-
ically referred to as local trends) can influence the markets, 
determining the expected behavior in short periods. This 
is not in contrast with the previous statement: in fact it is 
true that the market would destroy the existing pattern, 
but it needs a brief  period (a local trend) to detect it and 
to change its dynamics. This idea is the basis of  the techni-
cal analysis (see, for example, Pring, 1991), where different 
heuristics-driven graphical techniques and simple indica-
tors (climate, flow-of-funds, market indicators) were devel-
oped to detect and forecast short trends in financial mar-
kets. Moreover, a recent line of  research of  econometric 
literature (nowadays poorly explored) pays attention to the 
forecastability of  the sign of  the returns (market direc-
tion) (Christofferson and Diebold, 2006, Christofferson et 
al., 2006). The models used are very simple, being based 
on the probability that the standardized return is bigger or 
lower than a certain value and not on the direct modeliza-
tion of  the sign.

The approach presented in this paper could be collo-
cated in the aforementioned context, and represents a 
probabilistic methodology (based on Hidden Markov 
Models - HMM hereafter) aimed at recognizing and fore-
casting the sign of  financial local trends, in which the 
mean of  the returns is positive or negative (dealing with 
sequences of  increases or decreases). This aspect is of  great 
practical importance, as it is related to investment deci-
sions. Actually, what a broker expects from an analysis 
model is an aid to forecast if  a certain share (or stock 
index) with a positive (negative) variation in the latest τ 
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length of  the sequence, especially with τ = 3. This con-
firms the aforesaid intuition: longer sequences mislead the 
system, since the market is able to detect and correspond-
ingly destroy the pattern.

3.2 Forecasting (Experiment 2)
The goal of  this experiment was to assess the forecasting 
performances of  the proposed approach, namely the 
capability of  predicting the increase or decrease before 
its happening. To this aim, in this experiment, the 
sequences of  reliable increase or decrease extracted from 
the testing set have been truncated and fed to the models 
to be classified; the classification result represents an 
attempt to predict in advance the behavior of  the whole 
sequence (i.e. by just observing a part of  it). 

Results are displayed in table 2 (last three columns), 
for different temporal horizons. More precisely, “Fore-
cast -k” means that the forecasting is performed with a 
horizon of  k days: for example, for sequence length 
equal to 15, “Forecast -2” means that only the first 13 

symbols of  each sequence are presented to the system, 
which should forecast the sign of  the whole sequence 
(15 symbols long) without knowing the 14th and 15th 
values. From the table one can notice that results are very 
satisfactory for short sequences: it seems that two or 
three weeks of  daily closures are sufficient to properly 
characterize the increases and the decreases. The consid-
erations made for the previous experiment are valid 
again; the performance is particularly good for short 
sequences with τ equal to 4 or 5, worsening when enlarg-
ing the horizon of  forecasts.

4 Detection or fluctuant sequences
The experiments illustrated in the previous section 
showed that, once identified sequences of  reliable increase 
or decrease, our approach is really appropriate in both 
recognition and forecasting. What happens if  the sequence 
can not be classified as reliable increase or decrease? The 
key idea is that it is possible to reject the decision if  the 
system is not confident enough about a classified sequence; 

Table 1. Number of  training sequences and best number of  states (AIC) for different values of  parameters.

Sequence Repeated Number of Number of States of States of

length T symbols τ train seq. in F+ train seq. in F− model λ + model λ −

10 3 107 71 8 8

10 4 53 26 5 4

10 5 28 8 3 2

15 3 107 70 6 4

15 4 53 26 5 3

15 5 28 8 4 3

20 3 107 70 4 4

20 4 53 26 5 3

20 5 28 8 4 3

25 3 107 70 2 4

25 4 53 26 2 3

25 5 28 8 5 3

   

Table	2:	Accuracies	for	experiment	1	and	2	for	different	parameters	configurations.

Sequence Repeated Number of Number of Recognition Forecast Forecast Forecast

length symbols test seq. test seq. Accuracy -1 -2 -3

T τ in F+ in F− (Exp 1) (Exp 2) (Exp 2) (Exp 2)

10 3 78 80 100.00% 100.00% 100.00% 56.96%

10 4 39 29 100.00% 100.00% 100.00% 100.00%

10 5 18 8 100.00% 100.00% 100.00% 100.00%

15 3 78 78 96.15% 87.18% 71.15% 42.31%

15 4 39 28 94.03% 89.55% 80.60% 71.64%

15 5 18 8 100.00% 96.15% 96.15% 80.77%

20 3 78 78 83.97% 72.44% 57.69% 43.59%

20 4 39 28 89.55% 82.09% 73.13% 61.19%

20 5 18 8 96.15% 96.15% 88.46% 65.38%

25 3 78 77 57.42% 53.55% 46.45% 42.58%

25 4 39 28 76.12% 67.16% 61.19% 52.24%

25 5 18 8 88.46% 80.77% 73.08% 69.23%

been used for testing. 
A first large scope analysis has been carried out test-

ing different values of  the parameters − 4 different 
sequences lengths (T=10, 15, 20, 25) and 3 different τ 
(τ=3, 4, 5). Clearly these two parameters influence the 
number of  sequences used to build the models. This 
could be noted by looking at table 1, where these infor-
mation are displayed together with the optimal number 
of  states determined by the AIC criterion for all mod-
els. It is evident that the number of  increases is higher 
than the number of  decreases, this suggesting an asym-
metry between the two typologies of  series. This is 
confirmed by considering that the corresponding opti-
mal models show always a different number of  states 
(except with T=10 and τ=3). It is also interesting to 
note that small models are preferred, once again con-
firming the well known Occam razor principle (Thor-
burn, 1915). 

In order to test both the recognition and the fore-
casting capabilities of  the method, two different exper-
iments have been carried out.

3.1 Recognition (Experiment 1)
The recognition capability of  the proposed methodology 
was tested by classifying all the sequences of  reliable 
increase and reliable decrease extracted from the testing 
set (disjoint from the training). Each sequence has been 
fed to the two trained HMMs, assigning it to the class 
whose model shows the highest log likelihood. The per-
centages of  correct classification (accuracy) have been 
computed for different parameters configurations: results 
are reported in the fifth column of  table 2. Results are 
really satisfactory for large part of  the configurations: in 
most cases the percentage of  correct classification is high 
(more than 80% if  we exclude the case T = 25). Note that 
in general the performances worsen when increasing the 
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θ (equal to 3.1868). All the sequences of  the testing set 
with CO < θ will be considered as belonging to F?, whereas 
the others will be classified in F+ and F− by the decision 
rule used in the training and testing steps. 

In Table 3 we show the percentage of  the right rejec-
tions in an experiment analogous to Experiment 1, but 
considering all the possible sequences. These accuracies 
represent the number of  times the system is able to cor-
rectly rejecting a sequence belonging to F?. The percent-
age is generally high. Again we have to stress that results 
are obtained on the testing set, whereas models and the 
employed threshold have been determined on the (dis-
joint) training set.
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