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- **control flow** = call graph analysis:
  - strongly connected components, in/out degree of nodes, edges between nodes of different root symbols, ...

**Example**

1. \[
    \text{add}(0, x) \rightarrow x
\]
2. \[
    \text{add}(s(x), y) \rightarrow s(\text{add}(x, y))
\]
3. \[
    \text{mul}(0, y) \rightarrow 0
\]
4. \[
    \text{mul}(s(x), y) \rightarrow \text{add}(y, \text{mul}(x, y))
\]

\[
\begin{array}{c}
\text{(2)} \\
\cup
\end{array}
\quad
\begin{array}{c}
\text{(4)} \\
\cup
\end{array}
\]
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consider machine learning of strategies applied to a given problem:

- can we preprocess characteristics from theorem proving problems which serve as useful features for learning?
- ... or better rely on neural networks discovering relevant characteristics by themselves?
- how could such features look like?